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Scientific context
• Star formation / Accretion & ejection 

in YSO 


• Ambipolar diffusion, magnetic 
resistivity effects essential to fix 
disc properties 


• Magneto-centrifugal process 
essential for outflows 


Ionisation rate controls magnetic 
field / matter coupling : Role of non-
thermal particles ? 
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Fig. 1. Density maps in the plane of the disc and perpendicular to it for the models HYDRO (top), MU5I (second line), MU2AD (third line),
MU5AD (fourth line), and MU5ADf (bottom). Two different times are represented: M? = 5 M� (left) and M? = 10 M� (right). The mass M? gives
the total mass converted into sink particles at each snapshot. The arrows represent the velocity vectors in the plane.

of about one order of magnitude at an age of 50 kyr, where
the HYDRO (respectively MU5ADf) run exhibits the fastest
(respectively slowest) increase. We thus expect the effect of the
protostellar radiation to be delayed in the magnetised models.

We should at this point clarify that the mass evolution of
the star-disc-outflow system is barely affected by the formation
of secondary sink particles. Only the HYDRO run forms sec-
ondary sink particles. The first secondary sink is formed in the
rotation plane (i.e. in the disc) at a distance of 100 au from the
first sink, which mass is about 16.5 M�. It reaches a mass of
about 0.7 M� before being merged with the central one in less

than 1 kyr, when their accretion radii overlap. In total, ten sec-
ondary sinks were also formed in the disc plane at distances
of <500 au. Nine sink particles quickly merged with the most
massive one, migrating inward through the disc in <10 kyr. The
maximum mass of the secondary sink particles before merging is
2.5 M�. We note that a small sink particle, of mass '0.01 M� is
ejected from the disc. However, given the tiny mass of the latter,
we did not consider it for further analysis. Only one secondary
sink survives, and forms binary system with the primary one,
with separation '460 au and masses of 26.8 and 6.8 M� at the
end of the simulation t= t0 + 69 kyr.
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Commerçon et al 2022 non ideal MHD simulations

B. Commerçon et al.: Discs and outflows in the early phases of massive star formation

Fig. 2. Density-temperature (top panels) and density-magnetic field amplitude (bottom panels) histograms for the models HYDRO, MU5I,
MU2AD, MU5AD, and MU5ADf (from left to right) when the central sink mass is 10 M�. The colour-coding indicates the mass.

Table 2. Summary of the different component masses.

Component Sink Disc Outflow

t1 t2 M(t1) M(t2) Ṁ M(t1) M(t2) Ṁ M(t1) M(t2) Ṁ

HYDRO 43.4 53.8 5.5 10.6 4.9⇥ 10�4 4.6 7.2 2.5⇥ 10�4 – – –
MU5I 44.1 61.1 5.0 10.3 3.1⇥ 10�4 1.9 3.5 9.4⇥ 10�5 1.2 1.1 �6.0⇥ 10�6

MU2AD 41.9 61.1 5.0 10.0 2.6⇥ 10�4 1.8 2.4 7.3⇥ 10�5 4.6⇥ 10�1 2.3 9.6⇥ 10�5

MU5AD 42.1 56.6 5.0 10.0 3.4⇥ 10�4 1.9 3.3 9.7⇥ 10�5 1 3.1 1.4⇥ 10�4

MU5ADf 48.9 87 5.0 10.0 1.3⇥ 10�4 3.1 4.4 3.4⇥ 10�5 2.1 9.2 1.9⇥ 10�4

Notes. Masses are given in M�, mass accretion rates Ṁ in M� yr�1, and times in kyr. Time t1 corresponds to the output time closest to M⇤ = 5 M� and
t2 to M⇤ = 10 M�.

Fig. 3. Mass evolution of the sink (top left), disc (top right), and outflow
(bottom left) as a function of time after sink creation, and of the outflow
as a function of the total disc+sink mass (bottom right).

3.3. Outflows

In this section, we examine the properties of the outflows, as
well as the physical mechanisms responsible of the launching.

Fig. 4. Evolution of protostellar internal luminosity as a function of the
protostellar mass (left) and of the time after sink formation (right).

First, we look at the global morphology of the outflows. Then,
we study their physical properties.

3.3.1. Morphology

All models have outflows. The weakest outflow is found in the
HYDRO model as shown in Fig. 3. The left panel of Fig. 5 shows
a volume rendering of the outflowing gas in this case when the
sink mass is 20 M� and the outflow mass is '0.01 M�. The
outflow is made of radiative bubbles, as observed in previous
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upleft : time evolution of the sink mass


upright : time evolution of the disk mass


lowleft : time evolution of the outflow 
mass


lowright : evolution of the outflow as 
function of the sink and disk mass



Non-thermal signatures in YSO
• Synchrotron radiation : growing number of objects do show non-thermal radio 

emission from their jets (both massive and solar mass stars)


•   Purser et al 2017 : mean spectral index : -0.55 compatible with optically thin 
synchrotron emission

3

HH80-81/IRAS18162-2048 non-thermal emission details 
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Intensity and index map of the collimated jet 
region (JVLA, 4-6 GHz). 
 
positive index ó narrow jet regions 
negative index ó the jet widens 
 
may be interpreted as recollimation shocks 
in the jet pattern. 
 

Rodriguez-Kamenetzky + 2017 
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bright compact sources in the field were compared with their
positions in the TGSS survey. A relatively large systematic
offset was found of 1 88±1 50 with a position angle for the
offset of 11°±54°.

3. Results

After calibrating the visibilities and reducing the data, a radio
image of DG Tau A was produced (see Figure 1).

To measure the flux densities in the image, the task imfit in
the Common Astronomy Software Application (McMullin
et al. 2007) was used. This measures the integrated flux density
by fitting a Gaussian to the emission. The error in the flux
density measurements was taken to be a combination of the

root-mean-square noise σrms of the image around DG Tau A,
the fitting error σfit from the Gaussian fit to the emission and
the absolute flux calibration error, which was 15% for
LOFAR: s s s= + + ´ nn S0.15S rms

2
fit
2 2( ) .

Both knot C and knot D were detected with flux densities of
490±145 μJy and 860±205 μJy, respectively. These
measurements were combined with previous GMRT and
VLA measurements (Lynch et al. 2013; Ainsworth et al.
2016; Purser et al. 2018) and VLA archival data to give the
spectra in Figure 2 and are also listed in Table 1. Unfortunately,
the thermal jet was not detected as it is too weak at these
frequencies, although we can place a 3σ upper limit on its peak
flux density of 270 μJy.

Figure 1. Contour plot of the DG Tau A observation at 152 MHz overlaid on a color map of a 6 GHz image of DG Tau A from the VLA (Purser et al. 2018). The
restoring beam for the LOFAR observation was 6 04×5 25 with a position angle of 80°. 7 and is shown in the bottom-left corner. The root-mean-square noise level
in the LOFAR observation was σrms=90 μJy beam−1 and the contour levels are −3, 3 and 4×σrms. The noise level in the VLA observation was σrms=1.9 μJy
beam−1. The receding and approaching lobes of the jet are indicated by the red and blue dashed lines, respectively.

Figure 2. Left panel: flux density values of knot C plotted against frequency. Different turnover mechanisms were fitted to the data from LOFAR at 152 MHz, GMRT
at 323 and 608 MHz (Ainsworth et al. 2014) and the 2012 VLA observations at 5.5 and 8.5 GHz (Lynch et al. 2013), which are indicated by the blue circles. Flux
densities from 2015 VLA archival data at 2.5 GHz and 3.5 GHz and from previously published 2016 VLA data at 6 and 10 GHz (Purser et al. 2018) are also plotted,
indicated by the red triangles, However, these were not fitted as they are from 2015 to 2016 and too different in time to be comparable. Right panel: flux density values
of knot D plotted against frequency. Data were from LOFAR at 152 MHz, GMRT at 323 MHz (Ainsworth et al. 2014), 2015 VLA archival data at 2.5 GHz, and
previously published 2016 VLA data at 6 GHz (Purser et al. 2018). A Razin effect turnover has been fitted to the data.
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Ionization rates “anomalies” 
•  High ionization rates measurements (see also Favre + 2017) 
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OMC2-FIR4 : Ceccarelli + 2014 L1157-B1 : Podio + 2014 

Herschel observations of 
HCO+, N2H+ ion species 

Herschel observations of HCO+, N2H+ 
ion species show abundances explain 
by ζ∼3 10�16  s-1 (continuous line below) 

• Possibly related to non-thermal 
particles …


• ionization with main parameter 
 = CR ionization per H atom 

per unit time.


• Enhanced ionisation rates 
deduced from HCO+ / N2H+ 
abundances (eg Podio et al 
2014)
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Galactic Cosmic Ray contribution
• Likely restricted to outer enveloppes using simple energetic arguments (Padovani et al 2015)
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Needs for in-situ acceleration 
• Simple energetic arguments (see Padovani +2016) 

o Gravitational luminosity of accretion shocks impinging the stellar 
surface: 

o Background (ISM) Cosmic Ray luminosity impinging the core of a 
molecular cloud: 

 
o The CR luminosity close to the star is even smaller due to strong 

ionization losses, hence: a small fraction of Lgrav is needed in in-situ 
energetic particles to dominate LCR. 

o These EP are necessary explain high ionization fractions (and non-
thermal radiation). 

3 mai 2018 Cosmic Rays: the salt of the star formation recipe 5 

Lgrav=
G !MM
Rsh

~3×1034erg/s Class 0 low mass protostar 

LCR ~Rcore
2 VaeCR ~1.2×10

29erg/s eCR CR energy density 

Needs for in-situ acceleration 
• Simple energetic arguments (see Padovani +2016) 

o Gravitational luminosity of accretion shocks impinging the stellar 
surface: 

o Background (ISM) Cosmic Ray luminosity impinging the core of a 
molecular cloud: 

 
o The CR luminosity close to the star is even smaller due to strong 

ionization losses, hence: a small fraction of Lgrav is needed in in-situ 
energetic particles to dominate LCR. 

o These EP are necessary explain high ionization fractions (and non-
thermal radiation). 
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Lgrav=
G !MM
Rsh

~3×1034erg/s Class 0 low mass protostar 

LCR ~Rcore
2 VaeCR ~1.2×10

29erg/s eCR CR energy density 

Full gravitational luminosity Cosmic Ray luminosity reaching the stellar core 

> even a fraction of % of  converted into in-situ accelerated EPs takes over  Lgrav LCR

Short Title 11

Figure 2. Median (solid) and mean (dashed) CR energy
density (left axis) and the corresponding CRIR (right axis)
for gas in the indicated density range or lower limit for the
M2e3 E1 D8e25 simulation. The initial number density in-
side the cloud is ncloud → 300cm→3; therefore, we choose an
upper cuto! of 30 cm→3 to represent gas outside the cloud.
The cuto!s of 500cm→3 and 103cm→3 are chosen from vari-
ous definitions to define the cloud boundary, while 104cm→3

is a typical density of filamentary substructure and star for-
mation.

side the M2e3 E10 D8e25 cloud is relatively low, smaller
than the typical 1 eV cm→3 generally assumed for clouds.
In both runs, by t = 1.5t! the CR energy density in
the cloud has declined by over an order of magnitude
from its initial value, with values of ωcr ↭ 10→2eV/cm3

and ωcr ↭ 10→1eV/cm3 for the M2e3 E1 D8e25 and
M2e3 E10 D8e25 clouds, respectively.
The higher CR energy does, however, a!ect the rate

at which the cloud collapses and the time star formation
commences. The bottom two rows of Figure 5 show the
projected gas density for all simulations at t = 1.5t! (→
3 Myr). At this time, the M2e3 E10 D8e25 cloud (top
right) is more compact and there are more stars com-
pared to the M2e3 E1 D8e25 and M2e3 noCRT clouds
(top left and middle, respectively). This occurs because
the relatively high CR energy density outside the cloud
acts as an additional pressure on the cloud. While this
relative pressure imbalance does not appreciably a!ect
the gas evolution in the M2e3 E1 D8e25 simulation, it
is su”cient to accelerate the dynamical evolution of the
cloud in the M2e3 E10 D8e25 simulation. Consequently,
by 1.5t! more than twice as much of the cloud mass in
the M2e3 E10 D8e25 run has formed (or been accreted
onto) stars.
Although the higher CR background causes a faster

initial collapse than in the fiducial M2e3 E1 D8e25 sim-
ulation, the other gas properties are qualitatively sim-

ilar. The top panel of Figure 4 shows that the gas in
the M2e3 E10 D8e25 simulation cools to a slightly lower
median temperature than the M2e3 noCRT simulation
(cyan) once the internal CR energy density declines.
However, the cloud temperature is higher after ↑ 1t!
because the elevated star formation causes stronger and
earlier heating. The bottom panel shows that the me-
dian gas velocity dispersion is also higher after ↑ 0.5t! ,
a consequence of the earlier star formation and subse-
quent impact of feedback within the cloud. Overall, due
to the strong CR attenuation in the dense gas, star for-
mation in the high CR environment proceeds relatively
similarly to star formation occurring in a typical CR
environment.

3.1.3. Impact of the CR Di!usion Coe”cient on Star
Formation

We now turn to a comparison with our simulations
with di!erent CR di!usion coe”cients. The second row
of Figure 5 shows the projected CR energy density at t =
1.5t! for the low di!usion coe”cient M2e3 E1 D8e24,
high di!usion coe”cient M2e3 E1 D8e26, and vari-
able di!usion coe”cient M2e3 E1 DVAR simulations.
The CR energy density in the cloud is even lower
for the M2e3 E1 D8e24 (bottom left) run than for the
M2e3 E1 D8e25 run, because the CRs scatter more, and
consequently su!er greater attenuation by the time they
are able to random-walk into the cloud interior. In the
M2e3 E1 D8e26 run (bottom middle), the CRs scatter
less frequently and lose comparatively little energy, so
the cloud and medium reach an equilibrium value of
ωcr → 1eV/cm3 (second row middle panel of Figure 5).
The right panel in the second row of Fig-

ure 5 shows that the CR energy density in the
M2e3 E1 DVAR simulation evolves qualitatively simi-
larly to the M2e3 E1 D8e24 simulation. Computing
the microphysical di!usion coe”cient D↑,micro typically
gives lower average values than the value of D↑,FLW used
in the M2e3 E1 D8e25 simulation. Figure 6 (left) shows
the median di!usion coe”cient at di!erent gas densities
in the M2e3 E1 DVAR simulation. Outside the cloud
(cyan line), the low gas densities and high ionization re-
sult in ine”cient ion-neutral damping (Equation 14) so
the di!usion coe”cient is typically equal to the mini-
mum allowed value. Inside the cloud (purple and blue
lines), the values of D↑ increase as the cloud collapses
because the higher densities create more e”cient ion-
neutral damping, which damps the Alfvèn waves and
decreases the CR scattering rate. The right panel of
Figure 6 shows a 2D histogram of the amplitude of the
CR di!usion coe”cient as a function of gas density at
t = 0.5t! . Before↑ 1t! the di!usion coe”cient through-
out most of the cloud is between the M2e3 E1 D8e25

Molecular cloud to cloud core scales

Fitz-Axen et al 2024 : bi-fluid MHD simulations

Long et al 2024 (w T-Taurisphere)Fujii & Kimura 2023 (w/o T-Taurisphere)

Voyager 
level

4 Fujii & Kimura

Taking the e↵ect of detouring into consideration, we
estimate the e↵ective column density that cosmic rays
have to go through to enter into the disk. The results
are presented in the bottom panel of Figure 2 for the
disk around IM Lup (Zhang et al. 2021) as an example
of the observed protoplanetary disks. With conventional
treatment, cosmic rays of attenuation length of ⇠ 100 g
cm�2 (Umebayashi & Nakano 1981, see Padovani et al.
(2018) for more updated values for the high-density re-
gion) can arrive at the midplane for r & 10 au unless
the shielding e↵ect by T-Tauriosphere is e↵ective. On
the other hand, our treatment indicates that cosmic rays
cannot arrive at the disk midplane even at ⇠ 100 au for
IM Lup.
In our simulations, the toroidal component of mag-

netic fields is generated at all heights due to the ideal
MHD approximation. In the very dense region with poor
coupling with magnetic fields, i.e., near the midplane
around a few au from the star, the field lines would not
be stretched by the velocity shear. Then, cosmic rays
do not have to detour much. In such a region, however,
cosmic rays are easily shielded, and our conclusions are
unchanged.

4. EFFECTS ON THE IONIZATION RATES

We show a significant enhancement of the e↵ective
column density in Figure 2. Due to the detouring of
the cosmic rays along the sheared field lines, cosmic ray
particles stay in the surface layer for a longer time before
they enter into the disk. The cosmic-ray ionization rate
at the point of interest within the disk can be calculated
as

⇣CR =
1

2
�dim⇣ISM {exp(��detour�e↵,u/�CR)

+ exp(��detour�e↵,l/�CR)} , (3)

where ⇣ISM is the ionization rate of cosmic rays in the
interstellar medium and �CR = 96 g cm�2 is the at-
tenuation length of cosmic rays (Umebayashi & Nakano
1981). We define the vertical column density from the
point to the upper/lower surface of the disk as �e↵,u

and �e↵,l, respectively, and �detour is the ratio of the
e↵ective and vertical column density from the point to
the closer surface, i.e. �detour = 1 in conventional stud-
ies and �detour�e↵ =

R
h⇢By/Bzidz in our work. Our

results suggest �detour ⇠ 100 when the cosmic rays
travel along the sheared magnetic fields. Intuitively, one
would think that the CR density can be enhanced by the
sheared magnetic field by a factor of �detour. However,
the sheared magnetic field makes the mirroring e↵ect ef-
fective, and thus, the CR density does not change (see
Section 2).
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Figure 3. Top panel: the radial distribution of ionization
rate at 2H from the midplane based on the new estimate of
the CR ionization rate (solid green) with ⇣ISM = 3 ⇥ 10�16

s�1 using the e↵ective column density along the elongated
path, together with the contribution of X-ray (orange) and
short-lived radionuclides (SLR; pink) is displayed with the
thick blue curve. The conventional estimate of ⇣CR based on
⇣ISM = 10�17 s�1 with �detour = 1 (the dotted green line)
makes up the thin blue curve of the conventional ionization
rate. Middle panel: the same with the top panel, but for the
midplane of the disk. The dashed pink line is the ionization
rate of the long-lived radionuclides (LLR). Bottom panel:
the total ionization rate at z = 3H, 2H, 1H, and midplane
using the CR ionization rate of this work. The case with the
absence of SLR and the estimate using the conventional CR
ionization rate are plotted in light blue and gray, respectively.
The x-axis in each plot starts from 10au.

Protoplanetary discs scales DM Tau Ionization 9

Figure 7. Observed and model radial profiles for the full disk. In each panel the solid black line is the observed
emission profile and the associated light gray shading represents the uncertainties on the profile from GoFish plus the
nominal 10% flux uncertainty from ALMA. The five di!erent CR models are color coded according to the colorbar and
labels on the right. For the models, dashed lines denote a quiescent XR spectrum while solid lines denote a hardened
XR spectrum. The dark grey shading represents the beam of the data in au.

Figure 8. Reduced ω
2 fitting results for both the full disk and outer disk (> 200 au). The cosmic ray ionization rates,

εCR, are labeled on the left from high to low. On the x-axis, Q denotes a quiescent XR model while F denotes a flaring
XR model. For plotting purposes we discard extremely bad fits by cutting o! reduced ω

2 values above 100, but these
values still contribute to the “Mean” ω

2
red scores.

profile for N2H+
J = 4 → 3 is very noisy due to poor

atmospheric transmission at this line’s frequency, but it
shows a peak around 80 au. We opt to include this line
in our radial profile fitting because it demonstrates that
the high-CR models are over-bright, but we do not gain
much insight from the emission morphology due to its
being unresolved.

However, the 3–2 observations are well resolved, and
we can see that our models struggle to reproduce the
observed morphology. Low CR models are under-bright
in the inner disk and peak further out, while high CR
models are extremely over-bright in the outer disk and
tend to exhibit a double peaked structure. Since N2H+

is an optically thin midplane ionization tracer, this dis-

ALMA data fitting of DM tau disc 

CR contribute to rates   at disc mid-plane, difficult to explain ion species 
abundances at inner discs 

10−19/−18s−1



In-situ acceleration sites / mechanisms

• Shocks (part I, cf Padovani et al 2015, 2016, 2021, 
Araudo et al 2021) :


• Accretion shocks 


• Shocks in jet 


• Termination shock & hot-spot/back flows (weak 
shocks + turbulence reacceleration) * back flows not 
treated yet.


• Stellar flares (magnetic reconnection) interacting with the 
accretion disc (part II, cf Brunn’s talk, Brunn et al 2023, 
2024).


• MRI-induced Turbulent « corona » (magnetic 
reconnection + Stochastic Fermi acceleration) (part III,  
Brunn et al  2025 in prep).

turbulent 
« corona » 

shocks in 
jet

termination 
shock and 
back flows

accretion 
shocks

Magnetospheric 
flares

5



Part I shock acceleration

6

Main model parameters (W/S = jet, W = slow shock, S = fast shock, P=protostellar 
shock) and main results (see Padovani et al 2016)

M. Padovani et al.: Protostars: Forges of cosmic rays?

Table 2. Parameters to calculate the particle distribution f (p) in the case of parallel shocks for u = B and ⌘ = 10�5.

Model U B nH x T r Emax ePCR � pinj pmax
[km s�1] [G] [cm�3] [104 K] [GeV] [10�2] [MeV/c] [GeV/c]

W 40 5 ⇥ 10�5 105 0.33 1 2.977 0.13 0.88 4.010 0.306 0.505
S 160 10�3 6 ⇥ 105 0.60 1 3.890 12.9 4.70 4.062 1.146 13.762
P 260 5 1.9 ⇥ 1012 0.30 94 2.290 11.4 0.03 3.950 2.058 12.306

Fig. 4. Emerging spectra of the shock-accelerated protons (solid lines)
for the models described in the text. The dashed lines represent the cor-
responding Maxwellian distributions of the thermal protons.

(u = B), but – since u = B(B/�B)�2↵ (Eq. (35)) – for a parallel
shock u � B, while for a perpendicular shock u  B. In the
case of parallel shocks, an increase in u corresponds to a reduc-
tion in �B, the turbulence produced by the accelerated CRs that
is responsible for DSA (see Sect. 2.1), resulting in a decrease
in the shock acceleration e�ciency. As shown in Fig. 5, con-
sidering for instance u = 30 B for a parallel shock, the shock
velocity has to be higher than at least 80 km s�1 and the mag-
netic field greater than 50 µG to accelerate CR protons above
100 MeV. In order to assess how much the upstream di↵usion
coe�cient a↵ects Emax, we compute the relation between these
two quantities for a parallel shock, assuming U = 160 km s�1,
nH = 6 ⇥ 105 cm�3, and x = 0.6, such as in model S. As shown
in Fig. 6, the values of ku = (B/�B)2 at which Emax drops below
the threshold for e�cient acceleration are about 2, 20, and 40 for
B = 50 µG, 500 µG, and 1 mG, respectively.

In the case of perpendicular shocks, if u decreases, then
�B also decreases. However, as pointed out by Jokipii (1987),
in this case Emax increases by a factor of kukd = (B/�B)4/r
(see also Eq. (24)). In this configuration particles drift along
the shock face colliding with it several times in a single scat-
tering mean free path. In other words, since the magnetic field
turbulence decreases as does the particle-wave scattering, parti-
cles are more easily caught by the shock, the acceleration time is
reduced, and then Emax increases. Nevertheless, two e↵ects limit
the increase in Emax. First, the perpendicular transport is usually

Fig. 5. Same as Fig. 2, but for an upstream di↵usion coe�cient
u = 30 B for a parallel shock.

controlled by magnetic field line wandering (Kirk et al. 1996),
and it is enhanced with respect to the solution obtained from pure
scattering, and the expected Emax is reduced. Second, to avoid
any anisotropy in the particle distribution, in order for DSA to
take place at the injection momentum, pinj (Eq. (32)), particles
must be scattered in the time required to drift through the shock
(Jokipii 1987). This gives a constraint to the maximum value
of ku, ku,max, which in turn defines Emax,

ku,max =
�injc

U
, (39)

where �inj is related to pinj. Once the temperature is fixed, the
injection momentum only depends on the shock velocity with
respect to the upstream flow, then ku is uniquely a function
of U. For instance, using the range of U for jets (see Sect. 4.2),
ku,max is limited between 2.44 (U = 40 km s�1) and 2.29
(U = 160 km s�1). This means that for a perpendicular shock,
DSA is e�cient in a narrow range of ku, but particles can still
be injected in the acceleration process by means of other mech-
anisms (see Appendix A). However, for U = 160 km s�1, as-
suming ku = ku,max = 2.29, Emax is about 100 GeV for a shock at
Rsh = 100 AU from the propostar. This means that for perpendic-
ular shocks at larger Rsh, where the transverse radius, R?, is also
larger, CRs can reach TeV energies and their � emission could
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unmodified, so EP distribution follows the 
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Confront theory and observations
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A&A 590, A8 (2016)

Through this mechanism CR electrons gain a noticeable boost at
relativistic energies at the rBS surface.

For this reason, we suppose that a first acceleration takes
place at the shock surface of an inner knot (knot B in Eislö↵el
& Mundt 1998), computing the emerging CR spectrum accord-
ing to Sect. 5, and we follow the propagation of the acceler-
ated CR protons and secondary electrons up to knot C (as in
Sect. 6) accounting for gyromotion e↵ects. Then we consider re-
acceleration at the rBS (Sect. 6.1) and di↵usion in the hot spot
region (Sect. 6.2). Finally, following Longair (2011), assuming
an isotropic distribution of re-accelerated secondary electrons in
the hot spot region with Lorentz factors in the range [�min, �max],
we estimate their synchrotron emissivity, "⌫, which is given by

"⌫ =
1

4⇡

Z �max

�min

ne(�)PS(⌫, �)d�, (62)

where PS(⌫, �) is the power emitted at frequency ⌫ by a single
electron with Lorentz factor � averaged over all possible direc-
tions, which reads

PS(⌫, �) =
p

3e3hB?i
mec2 F

 
⌫

⌫c

!
, (63)

with

F(x) = x

Z 1

x

K5/3(⇠)d⇠, (64)

where x = ⌫/⌫c, K5/3 is the modified Bessel function of or-
der 5/3, and

⌫c =
3
2
�2

ehB?i
2⇡mec

, (65)

where hB?i is the average value of the perpendicular component
of the magnetic field, which is equal to ⇡B/4 for an isotropic
electron population. The electron density per unit volume, ne(�),
is given by

ne(�) =
4⇡ j(E)
v(E)

dE

d�
· (66)

The synchrotron emissivity has to be converted into spectral en-
ergy flux density, S ⌫, so as to compare the model to Giant Metre-
wave Radio Telescope (GMRT) and Expanded Very Large Array
(EVLA) observations of DG Tau (Ainsworth et al. 2014; and
Lynch et al. 2013, respectively). Assuming a Gaussian beam pro-
file, S ⌫ reads

S ⌫ =
⇡

4 ln 2
I⌫✓

2
FWHM, (67)

where ✓FWHM is the synthesised beam size in radians. The spe-
cific intensity, I⌫, is given by

I⌫ =
"⌫
⌫

�
1 � e�⌧⌫

�
, (68)

where ⌧⌫ = R⌫ is the optical depth and R is the radius of the
emitting region. Finally, the specific absorption coe�cient, ⌫,
reads

⌫ =
1

8⇡me⌫2

Z �max

�min

�2
PS(⌫, �)

d
d�

"
ne(�)
�2

#
d�. (69)

Relying on the above equations, we compute the expected syn-
chrotron emission spectrum. We assume a constant magnetic
field strength of 300 µG for both knots B and C, R of the order of

Fig. 13. Spectral energy flux density as a function of the frequency.
GMRT and EVLA observations (yellow solid circles) from Ainsworth
et al. (2014) and Lynch et al. (2013), respectively, are shown together
with their fit (yellow dashed line) predicting a synchrotron spectral in-
dex of �0.89 ± 0.07 (Ainsworth et al. 2014). The two black shaded re-
gions show the result of our modelling using two di↵erent shock veloci-
ties with respect to the upstream flow (U = 100 km s�1 and 200 km s�1)
and their widths refer to an assumed error of 30% on the value of the hot
spot radius, the central value (RHS = 1300 AU, Ainsworth et al. 2014)
pinpointed by the white dotted lines. The green shaded areas show the
two LOFAR bands (LBA=low band antenna; HBA = high band an-
tenna), and their lower boundary in S ⌫ corresponds to the sensitivity
limit using its most extended configuration (van Haarlem et al. 2013).

1300 AU (Ainsworth et al. 2014), and we compute the expected
synchrotron emission for two values of the shock velocity with
respect to the upstream flow (U = 100 km s�1 and 200 km s�1)
because of the uncertainty in its value. We also adopt an error of
30% in the emitting region radius. As shown by Fig. 13, we find
a synchrotron spectral index of �1.01, which is close to the value
inferred from observations (�0.89±0.07, Ainsworth et al. 2014),
and we are able to explain the observations with U = 100 km s�1.
It is important to note that the synchrotron emission would be
ine�cient if secondary CR electrons were not re-accelerated in
subsequent shocks: this is the key process to accelerate CR elec-
trons in the synchrotron energy domain (see Fig. 10). Finally, we
also show in Fig. 13 the frequency range that was observed by
LOFAR, which can give a further constraint to our model.

8.2. High ionisation rate in L1157-B1

Another case of remarkably high level of ionisation was mea-
sured by Podio et al. (2014) in the bow shock of L1157 known
as B1. They found that the observed abundances of the HCO+
and N2H+ ions, which are usually employed such as probes of
the ionisation rate, can be simultaneously reproduced only by
assuming ⇣ = 3 ⇥ 10�16 s�1. The youngest knot, termed B0, lies
at about 1.2⇥104 AU, while B1 is at 1.7⇥104 AU with a hot spot
cavity radius of about 1.2⇥103 AU (Lefloch et al. 2012), assum-
ing a source distance of 250 pc (Looney et al. 2007). The jet ve-
locity is of the order of 100 km s�1 with shock velocities between
20 and 40 km s�1 (Bachiller et al. 2001; Tafalla et al. 2015).
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The total hydrogen density is of the order of 105�106 cm�3 (e.g.
Gómez-Ruiz et al. 2015). Podio et al. 2014 traced the cold gas
with temperatures of 60�200 K and there are hints of a warm gas
component with a temperature of at least 103 K that can explain
the water lines (Busquet et al. 2014).

Our modelling can explain the high ionisation rate in B1 if
we assume that thermal protons are accelerated in B0 and, once
they reach B1, that they undergo a further acceleration without
any additional thermal proton acceleration. This situation can
take place supposing that 1) the shock velocity with respect to
the upstream flow and/or the shock e�ciency is too low at the
bow-shock surface B1 or 2) the upstream di↵usion coe�cient is
too large to have an e�cient acceleration of thermal particles.

We follow the steps described in Sects. 5 and 6 (calculation
of the emerging CR spectrum at B0, its propagation up to B1, its
re-acceleration at B1, and the hot spot region di↵usion), assum-
ing U = 60 km s�1 and U = 40 km s�1 in B0 and B1, respec-
tively, Ne↵/Nlos = 2⇥102 (see Sect. 6), B . 100 µG, x = 0.2�0.4,
T = 103 K, nH = 105 cm�3, ku = 1, and ⌘ = 5 ⇥ 10�6 in both B0
and B1. We obtain proton and secondary electron spectra leading
to a total ionisation rate ⇣ = 6.1 ⇥ 10�16 s�1, consistent within a
factor of about 2 with the value estimated from observations.

The values of U, B, T , x, nH, ku, and ⌘ can vary along the
shock surfaces B0 and B1, which is why our result has to be
interpreted as a proof of concept. Further observations could give
better constraints on the above parameters to test the validity of
our hypothesis.

Figure 14 shows the comparison between the ionisation rate
due to the local CRs accelerated in the hot spot, ⇣HS, and the
value due to the interstellar CRs assuming a spectrum similar to
that from Voyager 1, ⇣ISM (Stone et al. 2013; Ivlev et al. 2015).
We conclude that the high value of ⇣ observed in L1157 and
explained by our modelling may not be due to interstellar CRs.
In fact, at the hot spot (R = 1.7 ⇥ 104 AU), ⇣HS is about a factor
of 10 higher than ⇣ISM. Then, entering the envelope towards the
protostar, the contribution of the hot spot CR flux to the total
ionisation rate becomes negligible at R . 5⇥ 103 AU because of
the geometric dilution factor, d

�2, where d is the distance from
the hot spot.

Following Sect. 7.2, we compute the gas temperature in the
envelope of L1157 only accounting for the heating due to both
interstellar and locally accelerated CRs. The dust temperature
profile is given by T (r) = 300(R/AU)�0.41 K (Chiang et al. 2010,
2012). Neglecting the UV heating by the interstellar radiation
field, for R . 300 AU gas and dust are coupled, while for larger
radii, at first Tg decreases because the heating by the interstellar
CRs is too weak, then CRs at the hot spot cause a slight increase
in Tg with respect to Td, up to 30 K.

8.3. High ionisation rate in OMC-2 FIR 4

Ceccarelli et al. (2014) observed one of the closest known
intermediate-mass protostars in Orion, OMC-2 FIR 4, via Her-

schel observations of HCO+ and N2H+. The abundance of these
molecular ions were used to estimate the ionisation rate which
reaches values of the order of 1.5 ⇥ 10�12 and 4 ⇥ 10�14 s�1

at 1600 AU and 3700 AU from the source centre, respec-
tively. Actually, the structure of this protostar is highly com-
plex since it contains a cluster of a few embedded intermediate-
and low-mass protostars (Shimajiri et al. 2008; López-Sepulcre
et al. 2013). It is also worth noting that Shimajiri et al. (2008)
found the presence of a shock region produced by the interac-
tion of an external bipolar outflow driven by the nearby OMC-2
FIR 3 region, lying to the north-east of OMC-2 FIR 4 (see also

Fig. 14. Dust and gas temperature (solid and dashed red lines, respec-
tively) as a function of the distance from the protostar L1157. The plot
also shows the ionisation rate of interstellar CRs (dash-dotted green
line), of CRs coming from the hot spot (dashed green line), and the
total value (solid green line).

López-Sepulcre et al. 2013). This shock appears to be respon-
sible for the high degree of fragmentation observed in OMC-2
FIR 4.

Thus far no jet activity has been observed in OMC-2 FIR 4.
Nevertheless, in order to justify the extremely high values of ⇣,
the presence of a mechanism able to accelerate particles inside
the source must be postulated since at a radius of the order of
thousands of AU the interstellar CR flux is strongly attenuated
(Padovani et al. 2013). Assuming that no jet is present and that
the accretion on the protostellar surface is still spherical, we can
recover an e�cient proton acceleration at the protostellar sur-
face (Sect. 4.3). For instance, following Sect. 2 we compute the
emerging proton spectrum by considering U = 260 km s�1,
T = 9.4 ⇥ 105 K, nH = 1.9 ⇥ 1012 cm�3, B = 5 G, x = 0.3,
ku = 1, and ⌘ = 10�5 at Rsh = 2 ⇥ 10�2 AU as in the model
by Masunaga & Inutsuka (2000). The maximum energy of the
accelerated CRs is Emax = 11.4 GeV. Then, neglecting magnetic
turbulence (see Sect. 6), we propagate the proton and secondary
electron fluxes up to the two positions where the ionisation rate
in OMC-2 FIR 4 was estimated, 1600 AU and 3700 AU. Com-
bining the density profiles in Masunaga & Inutuska (2000) and
Crimier et al. (2009), we find that the accelerated particles go
through a column density of about 1.8 ⇥ 1024 cm�2. Accounting
for a geometrical dilution factor of (Rsh/R)2, with R = 1600 AU
and 3700 AU, we obtain ⇣ = 3 ⇥ 10�15 s�1 and 6 ⇥ 10�16 s�1,
respectively. However, including gyromotion e↵ects would in-
crease the e↵ective column density (Sect. 6), causing a further
reduction in the ionisation rate.

It is important to emphasise that the above result is obtained
by neglecting any di↵usion process. Since it is di�cult to de-
scribe turbulence in the envelope, we briefly discuss the e↵ects
of di↵usion here. If the accelerated CRs undergo di↵usion during
propagation from the shock surface, the CR energy distribution
function at a distance R from the shock and at a time t in the case
of continuous CR injection from a point source reads

N (R, t, E) =
Q(E)

4⇡(E)R
erfc(g), (70)
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bright compact sources in the field were compared with their
positions in the TGSS survey. A relatively large systematic
offset was found of 1 88±1 50 with a position angle for the
offset of 11°±54°.

3. Results

After calibrating the visibilities and reducing the data, a radio
image of DG Tau A was produced (see Figure 1).

To measure the flux densities in the image, the task imfit in
the Common Astronomy Software Application (McMullin
et al. 2007) was used. This measures the integrated flux density
by fitting a Gaussian to the emission. The error in the flux
density measurements was taken to be a combination of the

root-mean-square noise σrms of the image around DG Tau A,
the fitting error σfit from the Gaussian fit to the emission and
the absolute flux calibration error, which was 15% for
LOFAR: s s s= + + ´ nn S0.15S rms

2
fit
2 2( ) .

Both knot C and knot D were detected with flux densities of
490±145 μJy and 860±205 μJy, respectively. These
measurements were combined with previous GMRT and
VLA measurements (Lynch et al. 2013; Ainsworth et al.
2016; Purser et al. 2018) and VLA archival data to give the
spectra in Figure 2 and are also listed in Table 1. Unfortunately,
the thermal jet was not detected as it is too weak at these
frequencies, although we can place a 3σ upper limit on its peak
flux density of 270 μJy.

Figure 1. Contour plot of the DG Tau A observation at 152 MHz overlaid on a color map of a 6 GHz image of DG Tau A from the VLA (Purser et al. 2018). The
restoring beam for the LOFAR observation was 6 04×5 25 with a position angle of 80°. 7 and is shown in the bottom-left corner. The root-mean-square noise level
in the LOFAR observation was σrms=90 μJy beam−1 and the contour levels are −3, 3 and 4×σrms. The noise level in the VLA observation was σrms=1.9 μJy
beam−1. The receding and approaching lobes of the jet are indicated by the red and blue dashed lines, respectively.

Figure 2. Left panel: flux density values of knot C plotted against frequency. Different turnover mechanisms were fitted to the data from LOFAR at 152 MHz, GMRT
at 323 and 608 MHz (Ainsworth et al. 2014) and the 2012 VLA observations at 5.5 and 8.5 GHz (Lynch et al. 2013), which are indicated by the blue circles. Flux
densities from 2015 VLA archival data at 2.5 GHz and 3.5 GHz and from previously published 2016 VLA data at 6 and 10 GHz (Purser et al. 2018) are also plotted,
indicated by the red triangles, However, these were not fitted as they are from 2015 to 2016 and too different in time to be comparable. Right panel: flux density values
of knot D plotted against frequency. Data were from LOFAR at 152 MHz, GMRT at 323 MHz (Ainsworth et al. 2014), 2015 VLA archival data at 2.5 GHz, and
previously published 2016 VLA data at 6 GHz (Purser et al. 2018). A Razin effect turnover has been fitted to the data.
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where (E) is the di↵usion coe�cient, g = R/(Rdi↵
p

2), and
Rdi↵ =

p
t(E) is the di↵usion length (Aharonian 2004). If

R � Rdi↵ , then erfc(g)! 1/(g
p
⇡) exp(�g2) and the propagated

spectrum is attenuated as R
�2 exp[�R

2/(2R
2
di↵)], i.e. much faster

than in the free-streaming case. In contrast, if R ⌧ Rdi↵ , then
erfc(g)! 1 and the propagated spectrum is attenuated as R

�1, as
opposed to R

�2 in the free-streaming case, and ⇣ would be much
higher: ⇣ = 3 ⇥ 10�10 s�1 and ⇣ = 1 ⇥ 10�10 s�1 at R = 1600 AU
and R = 3700 AU, respectively.

As shown in Fig. 15, the values of ⇣ computed from observa-
tions lie between the two extreme cases of free streaming and
pure di↵usion with R ⌧ Rdi↵

7. However, after performing a
check on gas temperature (as outlined in Sect. 7.2), the atten-
uation of the spectrum with a factor R

�1 corresponds to higher
values of Tg than those determined by Ceccarelli et al. (2014)
from a large-velocity gradient analysis. We can conclude that the
propagation mechanism is probably neither purely di↵usive nor
free streaming. A better knowledge of the magnetic field con-
figuration close to the protostar and of its turbulence degree is
needed for a more careful description of CR propagation from
the protostellar surface to the envelope.

8.4. 10Be enrichment in meteorites

Ceccarelli et al. (2014) argued that the accelerated proton flux
causing the high ionisation rate could also be responsible for the
formation of short-lived radionuclei, such as 10Be, contained in
the calcium-aluminium-rich inclusions (CAIs) of carbonaceous
meteorites. In fact, the measured abundance of 10Be in mete-
orites is higher than that found in the ISM and this should be
due to spallation reactions between the accelerated CRs and the
thermal gas that took place during the earliest phases of the pro-
tosolar nebula.

To test the consequences of our modelling, we use the emerg-
ing spectrum at the protostellar surface (Sect. 8.3) scaled at
1 AU, taking into account the geometric dilution of R

�1 or R
�2,

appropriate for the purely di↵usive or free-streaming case, re-
spectively. We calculate the fluence per unit time, Ft, which
reads

Ft(Emin) = 2⇡
Z

Emax

Emin

j(E)dE, (71)

where Emin ' 50 MeV is the energy threshold for the spal-
lation reaction p + 16O ! 10Be + . . . (Gounelle et al. 2006)
and Emax = 11.4 GeV (Sect. 8.3). We find Ft = 2 ⇥ 1017

and 8 ⇥ 1018 protons cm�2 yr�1 at 1 AU, for the purely dif-
fusive and free-streaming cases, respectively. This means that
an irradiation time of a few tens of years can explain the val-
ues of the fluence derived by Gounelle et al. (2013) equal to
1019�1020 protons cm�2, in agreement with the estimates by
Ceccarelli et al. (2014). This result is also consistent with the
X-wind model predictions (Shu et al. 1997), according to which
a proto-CAI of radius RCAI spends a time t ⇠ 20(RCAI/1 cm) yr
in the reconnection ring. Nevertheless, it is important to note
that the model by Gounelle et al. (2013) predicts too much heat-
ing (Tatische↵ et al. 2014). If di↵usion is present, the particle
flux in Eq. (71) is higher and the fluence computed by Gounelle
et al. (2013) would be even more easily recovered.

7 Hereafter we refer to the purely di↵usive case with R ⌧ Rdi↵ as pure
di↵usion.

Fig. 15. Ionisation rate (upper panel) and temperatures of gas and dust
(lower panel) as a function of the distance from the protostar OMC-
2 FIR 4. Observational estimates of ⇣ and Tg (black solid circles and
squares, respectively; Ceccarelli et al. 2014) are compared to the results
from the modelling described in Sect. 8.3 (green and red solid lines).
The green and red shaded areas encompass the range of ⇣ and Tg by
assuming a dilution factor R

�1 (purely di↵usive propagation) and R
�2

(free-streaming propagation). The green dash-dotted and dashed lines
show the interstellar CR ionisation rate assuming a spectrum similar to
that from Voyager 1 (Stone et al. 2013) and an enhanced CR proton
flux (see model H in Ivlev et al. 2015). The red dashed line shows
the trend of the dust temperature (Masunaga & Inutsuka 2000; Crimier
et al. 2009).

9. Conclusions

In this paper we investigated the possibility of accelerating CRs
within a protostellar source by means of shock processes. Dif-
fusive shock acceleration (DSA) is the main process leading to
CR acceleration: a CR gains energy up to the relativistic do-
main by multiple back-and-forth shock crossings. A number of
conditions have to be satisfied in order for DSA to be e↵ec-
tive, some of them related to magnetic fluctuations (determining
pitch-angle scattering), others associated with cooling processes
and also shock velocity, age, and geometry constraints. We fo-
cused our attention on the e↵ectiveness of shocks in accretion
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YSO as source EPs: ionization and dynamical 
effects 

• See poster by Nai Chieh Lin


• Bi-fluid (gas+CR) simulations 
using RAMSES


• Only use model P (CR 
injection from protostellar 
shock)


• Default diffusion coefficient : 



• For now one CR component, 
but soon multi components 
(see Girichidis et al 2020)

1024cm2/s
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Part II : stellar flares and magnetosphere - accretion 
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Figure 3. Sketch of a flaring flux tube reproduced from Waterfall et al. 
( 2020 ). Magnetic reconnection takes place at the marked X-point, in the 
interaction region between the star and disc magnetic field lines. Non-thermal 
particles mo v e in a circular motion from this point, travelling along the field 
lines towards the surface of the star emitting X-rays. According to this model 
particles are entering the disc at R ≈ L f . 

Figure 4. Possible geometry of a T Tauri flare reproduced from Hamaguchi 
et al. ( 2012 ). Differential rotation between the star and the disc shears the 
stellar bipolar magnetic fields, and the magnetic fields twist and continuously 
reconnect. Matter, accelerated by the magnetic reconnection, collides with the 
stellar surface, thermalizes, and emits hard X-rays. According to this model 
particles are entering the disc at R ≈ 2 L f . 
we are interested in Class II young stellar object and for this class 
〈 ε〉 = 1.43 and 〈 F ( ε) 〉 $ 1.98, we hence assume F ( ε) = 2 hereafter. 

The half-length of the flare loop is a proxy for the position R 
where the flux tube is in contact with the disc, thus where the EPs 
are released in the disc. 

We will discuss two models for the estimation of the position R . 
The first model that we call the Star–Star flare (hereafter SSF) model 
is supported by X-rays observations of Getman et al. ( 2021 ) where 
the two footpoints of the flare are anchored on to the central star and 
the flare loop-top is in the disc, see Fig. 3 . Waterfall et al. ( 2020 ) 
estimated the radio emission of a flare in this configuration. 

The second model that we call Star–Disc flare (hereafter SDF) 
model is supported by simulations (Orlando et al. 2011 ; Zanni & 
Ferreira 2013 ; Colombo et al. 2019 ) and by the observations of 
Favata et al. ( 2005 ) with Chandra and Hamaguchi et al. ( 2012 ) with 
XMM –Newton and Suzaku observatories. This model assumes that 
one flare loop is anchored to the star, while the other is anchored to 
the disc, and the loop-top, where reconnection occurs, is abo v e the 
disc, in the magneto-ejection region, see Fig. 4 . 

The main impact that each of these models has on our results is the 
position at which the EPs produced in the reconnection region enters 
the disc. Assuming the first model (SSF), with the two foot points 
anchored into the star, the particles are penetrating at R ≈ L f . On the 
other hand, assuming the second model (SDF) with the flare loop 
linking the stellar surface with the disc, particles are penetrating at R 
≈ 2 L f . The second model injects particles farther in the disc. We show 
that this has a major impact on the ionization spatial distribution in 
the inner disc, thus potentially to the extent of the MRI active region. 

From equation ( 1 ), we can assign to each flare a half loop length 
given its peak X-ray luminosity L X, pk and its decay time τ d . These 
values are picked from the distributions obtained in equations ( 6 ) and 
( 11 ) and allow to derive a radial position R . 

Getman & Feigelson ( 2021 ) also made an estimation of χ , the 
ratio between the flare loop half-length and its cross-sectional radius 
r . So the area of the flare cross-section A f is expressed in terms of χ
as 
A f = πχ2 L 2 f . (14) 
In solar and stellar flares as well as in the PMS flares observed by 
Getman & Feigelson ( 2021 ), the typical value of χ is 0.1. 

Each flare is given a radial location in the disc based on its 
luminosity, while the azimuthal location is randomly picked in a 
uniform distribution of angles. 
2.3 Chemical model 
2.3.1 PRODIMO 
To e v aluate the column density explored by EPs, we use a model 
generated by the radiation thermochemical code PRODIMO (PROto- 
planetary DIsc MOdel, 2 Woitke, Kamp & Thi 2009 ; Kamp et al. 
2010 ; Thi, Woitke & Kamp 2011 ; Woitke et al. 2016 ). This model 
performs a wav elength-dependent radiativ e transfer calculation, 
including X-rays (Rab et al. 2018 ), which determines the gas and 
dust temperatures and the local radiation field. Chemical abundances 
are used to balance the heating and cooling processes, and the 
chemical network contains 235 different chemical species and 3143 
chemical reactions (Kamp et al. 2017 ; Rab et al. 2017 ). Here, we 
use a fiducial T Tauri disc model described in Rab et al. ( 2017 ). It 
was also used in Brunn et al. ( 2023 ) (see their table 1 for the main 
physical parameters). Here, we want to model in a more realistic 
way the thermal and ionization structure in the innermost region 
of the disc ( R < 1 au ). Thus, we additionally include accretion 
heating following D’Alessio et al. 1998 , see also Oberg et al. 
2022 appendix A). We use a total mass accretion rate on to the 
star of Ṁ accr = 10 −8 M & yr −1 . We added a simple treatment of the 
collisional ionization to the chemical network following Desch & 
Turner ( 2015 ). For further details, see Appendix B . 
2.3.2 Electron density equilibrium 
In the framework of EP propagation within the protoplanetary disc, 
we adopt a model based on the ‘test-particle’ approximation. We 
assume that these particles e x ert no influence on the disc chemical 
structure. None the less, our objective is to quantify their effect on the 
chemistry of the disc. To this end, we determine the electron density 
in regions of the disc influenced by flares. 

From the differential system equation ( 7 ) by Fromang, Terquem 
& Balbus ( 2002 ), and assuming global neutrality, where the electron 
density equals the cation density ( n e = n m + ) while setting aside the 
impact of metallicity, we can simplify the system down to a single 
ordinary differential equation: 
d n e 
d t = ζn n − βn 2 e . (15) 

In the no-flare case, assuming steady state, the initial electron 
density and neutral species density, denoted, respectively, by n e , 0 
2 https://prodimo.iwf.oeaw.ac.at revision: 66efbd75 2023/06/27 
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We will discuss two models for the estimation of the position R . 
The first model that we call the Star–Star flare (hereafter SSF) model 
is supported by X-rays observations of Getman et al. ( 2021 ) where 
the two footpoints of the flare are anchored on to the central star and 
the flare loop-top is in the disc, see Fig. 3 . Waterfall et al. ( 2020 ) 
estimated the radio emission of a flare in this configuration. 

The second model that we call Star–Disc flare (hereafter SDF) 
model is supported by simulations (Orlando et al. 2011 ; Zanni & 
Ferreira 2013 ; Colombo et al. 2019 ) and by the observations of 
Favata et al. ( 2005 ) with Chandra and Hamaguchi et al. ( 2012 ) with 
XMM –Newton and Suzaku observatories. This model assumes that 
one flare loop is anchored to the star, while the other is anchored to 
the disc, and the loop-top, where reconnection occurs, is abo v e the 
disc, in the magneto-ejection region, see Fig. 4 . 

The main impact that each of these models has on our results is the 
position at which the EPs produced in the reconnection region enters 
the disc. Assuming the first model (SSF), with the two foot points 
anchored into the star, the particles are penetrating at R ≈ L f . On the 
other hand, assuming the second model (SDF) with the flare loop 
linking the stellar surface with the disc, particles are penetrating at R 
≈ 2 L f . The second model injects particles farther in the disc. We show 
that this has a major impact on the ionization spatial distribution in 
the inner disc, thus potentially to the extent of the MRI active region. 

From equation ( 1 ), we can assign to each flare a half loop length 
given its peak X-ray luminosity L X, pk and its decay time τ d . These 
values are picked from the distributions obtained in equations ( 6 ) and 
( 11 ) and allow to derive a radial position R . 

Getman & Feigelson ( 2021 ) also made an estimation of χ , the 
ratio between the flare loop half-length and its cross-sectional radius 
r . So the area of the flare cross-section A f is expressed in terms of χ
as 
A f = πχ2 L 2 f . (14) 
In solar and stellar flares as well as in the PMS flares observed by 
Getman & Feigelson ( 2021 ), the typical value of χ is 0.1. 

Each flare is given a radial location in the disc based on its 
luminosity, while the azimuthal location is randomly picked in a 
uniform distribution of angles. 
2.3 Chemical model 
2.3.1 PRODIMO 
To e v aluate the column density explored by EPs, we use a model 
generated by the radiation thermochemical code PRODIMO (PROto- 
planetary DIsc MOdel, 2 Woitke, Kamp & Thi 2009 ; Kamp et al. 
2010 ; Thi, Woitke & Kamp 2011 ; Woitke et al. 2016 ). This model 
performs a wav elength-dependent radiativ e transfer calculation, 
including X-rays (Rab et al. 2018 ), which determines the gas and 
dust temperatures and the local radiation field. Chemical abundances 
are used to balance the heating and cooling processes, and the 
chemical network contains 235 different chemical species and 3143 
chemical reactions (Kamp et al. 2017 ; Rab et al. 2017 ). Here, we 
use a fiducial T Tauri disc model described in Rab et al. ( 2017 ). It 
was also used in Brunn et al. ( 2023 ) (see their table 1 for the main 
physical parameters). Here, we want to model in a more realistic 
way the thermal and ionization structure in the innermost region 
of the disc ( R < 1 au ). Thus, we additionally include accretion 
heating following D’Alessio et al. 1998 , see also Oberg et al. 
2022 appendix A). We use a total mass accretion rate on to the 
star of Ṁ accr = 10 −8 M & yr −1 . We added a simple treatment of the 
collisional ionization to the chemical network following Desch & 
Turner ( 2015 ). For further details, see Appendix B . 
2.3.2 Electron density equilibrium 
In the framework of EP propagation within the protoplanetary disc, 
we adopt a model based on the ‘test-particle’ approximation. We 
assume that these particles e x ert no influence on the disc chemical 
structure. None the less, our objective is to quantify their effect on the 
chemistry of the disc. To this end, we determine the electron density 
in regions of the disc influenced by flares. 

From the differential system equation ( 7 ) by Fromang, Terquem 
& Balbus ( 2002 ), and assuming global neutrality, where the electron 
density equals the cation density ( n e = n m + ) while setting aside the 
impact of metallicity, we can simplify the system down to a single 
ordinary differential equation: 
d n e 
d t = ζn n − βn 2 e . (15) 

In the no-flare case, assuming steady state, the initial electron 
density and neutral species density, denoted, respectively, by n e , 0 
2 https://prodimo.iwf.oeaw.ac.at revision: 66efbd75 2023/06/27 
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Figure 6. Ionization rate as a function of the column density. The solid 
blue line shows the effective ionization rate from a 10 MK flare averaged 
o v er a Keplerian time. In comparison, the solid orange line shows the X-ray 
ionization rate of a T Tauri star as computed by PRODIMO . 

In the next section, we study the effect of multiple flares using the 
full chemical model of PRODIMO accounting for all recombination 
processes. 

In B23 , we argued that the ionization rates obtained in the 
stationary state were o v erestimated and in order to have more 
realistic description of the ionization processes, temporal and spatial 
averaging should be performed. We propose here a simple estimation 
of the spatial and temporal average of the ionization rate due to a 
single flare and postpone a more precise treatment to next section. 
We assume the same flare as abo v e, 10 MK at 0.1 au, with a rising 
time τ r = 26 ks corresponding to the average rising time observed by 
Getman & Feigelson ( 2021 ). We define an ef fecti v e time-av eraged 
ionization rate ζ eff from the average ionization fraction during a 
period of time P , 
ζP , eff = 1 

P 〈 x e 〉 P = 1 
P 
√ 

〈 ζ 〉 P 
βn n , (21) 

where β is the recombination rate, x e is the ionization fraction, and 
〈 · 〉 P is the time av eraging o v er a period of time P . The temporal 
averaging of the ionization rate produced by a single flare o v er a 
period P is 
〈 ζP 〉 = 1 

P 
∫ P 

0 ζ ( t )d t . (22) 
Given the temporal profile of equation ( 12 ), the average ionization 

rate produced by a flare occurring at t = t 0 # P is 
ζP = ζpk ( L X, pk ) τr 

P . (23) 
We compute ζP , eff o v er a Keplerian period at 0.1 au, so P ≈ 10 

Ms We then define the spatially averaged ionization rate as 
ζeff = r 2 f 

( R + r f ) 2 − R 2 ζP , eff , (24) 
where R is the radial position of flare and r f the radius of the flare. 
ζeff /ζP , eff is the ratio between the area illuminated by particles and the 
disc ring of width 2 r f at radius R . Here, we take R = 0.1 au and r f / R = 
0.1. This ef fecti ve ionization rate is illustrative for comparison with 
other sources of ionization in the inner disc. The ef fecti ve ionization 
rate is plotted in Fig. 6 and compared to the X-ray ionization rate 
computed by PRODIMO . It was anticipated that calculating spatial 
and temporal averaged ionization rates would result in lower values 

than the ionization rate estimated at a flare maximum in B23 . This 
hypothesis is validated here. Considering that observations span o v er 
extended periods of time, the averaged ionization rates calculated in 
this study offer a better basis for comparison with observational data 
than the ionization rate obtained in B23 . Furthermore, these averaged 
ionization rates also provide more rele v ant v alues to be used in 
numerical models of stationary chemistry in discs such as PRODIMO . 
As seen in Fig. 6 , the ef fecti ve ionization rate produced by flares 
at low column densities, N ! 10 22 cm −2 , is similar to the ionization 
rate produced by X-rays. Ho we ver, at high column densities, N " 
10 22 cm −2 , the ef fecti ve ionization rate produced by flares becomes 
one to two orders of magnitude higher than that produced by X-rays. 
The increase in ionization rate by EPs compared to X-rays at high 
column densities is an expected result as has been demonstrated in 
Rab et al. ( 2017 ), P ado vani et al. ( 2018 ), and Offner et al. ( 2019 ). 
3.1.2 Non-thermal pr essur e 
In addition to altering the disc chemical state, non-thermal particles 
also influence its dynamics. To gauge this impact, we compare 
the pressure e x erted by the non-thermal particle distribution to the 
magnetic and gas pressures. The non-thermal pressure, P i , nt , e x erted 
by a distribution of electrons and protons ( i = e , p ) can be expressed 
as 
P i, nt = 1 

3 
∫ ∞ 

E c p( E ) v( E ) F i, nt ( E ) d E , (25) 
where E is the kinetic energy, E c is the injection energy of the non- 
thermal particles, and F i , nt ( E ) is the energy distribution of these 
non-thermal particles i , 
F i, nt ( E) = N i, nt ( E 

E c 
)−δ

. (26) 
We assume equipartition of energy between non-thermal protons 

and electrons, i.e F e , nt = F p , nt . 
We consider both species with the same injection energy E c . Thus, 

P e , nt = P p , nt = P nt , with 
P nt ' 2 

3 δ − 1 
δ − 2 E c n nt , (27) 

where n nt is the non-thermal particle density (equation A13 ) and δ (= 
2. We assume that the injection energy is proportional to the thermal 
energy, E c = θE th , where E th = 3 

2 k B T ; here k B is the Boltzmann 
constant and T the flare temperature. Then, we express the pressure 
of the non-thermal distribution in terms of the pressure of the thermal 
distribution, 
P nt = 3 θ2 

δ − 2 
√ 

3 θ
2 π exp ( −3 θ

2 ) P th . (28) 
The thermal pressure can be computed as a function of the flare 
temperature from P th = n th ( T ) k B T , where n th ( T ) is the plasma thermal 
density constrained from X-ray observation, equation ( A11 ). 

Assuming the fiducial values of B23 , θ = 3 and δ = 3, 
P th = 26 ( T 

1 MK )0 . 31 
erg cm −3 and P nt = 9 ( T 

1 MK )0 . 31 
erg cm −3 . (29) 

The total pressure of non-thermal particles accounting for both 
electrons and protons is P tot, nt ≈ 2 P nt and the total thermal pressure 
is P tot, th ≈ 2 P th . 

In Fig. 7 , we plot the total thermal and non-thermal particle 
pressure alongside the gas and the magnetic pressures. Abo v e the 
inner disc surface, where a flare is occurring, the magnetic field 
intensity should be in the range 10–0 G (Orlando et al. 2011 ; Colombo 
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Figure 8. Time-averaged ionization rate in the range 10 19 –10 25 cm −2 o v er 
a period of 1000 yr. Panel (a) shows the results obtained from the SSF model. 
Panel (b) shows the results from the SDF model. 
Table 1. Parameters of the ionization rate expression equation ( 32 ). 
Parameters ζ 0 [s −1 ] N 0 [cm −2 ] a b [au −1 ] R 0 [au] 
SSF 1.5 × 10 −4 1.2 × 10 22 2.35 26.5 0.075 
SDF 4.6 × 10 −5 7.9 × 10 21 2.28 11.3 0.15 

In addition to the ionization fraction, in Fig. 9 , the solid black 
line shows the delimitation of the MRI-inactive region, where α = 0 
(i.e. where √ 

βmag $ Ohm < 1). We assume βmid = 10 4 (see equation 
20 ). The method to determine the MRI-active region is explained in 
Section 2.4 , and further discussed in Section 3.3.2 . 

The o v erall ionization fraction within the disc is determined by the 
equilibrium between ionization sources, namely UV, X-rays, cosmic 
rays, and EPs from flares, and recombination as well as charge 
exchange reactions. The principal charge carriers in this system are 
free electrons for ne gativ e charges and gas-phase cations for positive 
charges. 

Panels (b) and (c) in Fig. 9 reveal that, in disc structures influenced 
by flaring activity, the ionization fraction is higher by more than one 
order of magnitude compared to structures that do not account for 

flares (panel a) at heights where the Z/R ratio is between 0.05 and 
0.2. 

Due to the longer loops of SDF compared to SSF, the impact of the 
former on the ionization fraction extends farther radially, see Fig. 9 . 
Specifically, the region in which the ionization fraction increases by 
more than one order of magnitude compared to the structure without 
flares extends up to ∼0.6 au in structures that account for SDF. 
Conversely, it is limited to ∼0.3 au in structures accounting for SSF. 
The sharp profile observed in the ionization fraction distribution at 
0.3 and 0.6 au in Fig. 9 (b) and (c), respectively, can be attributed to 
the maximum distances from the star that particles produced by the 
flares can reach. 

Panel (a) in Fig. 10 shows the distribution of the most abundant 
ion species in the inner disc without flares. At the disc surface, 
the ionizing flux arising from the Far Ultraviolet (FUV) photons is 
predominant, and the gas layer essentially acts as a photodissociation 
region (PDR). In this region, atomic ions like H + , C + , S + , and Mg + 
are the most abundant cations. 

In the UV- and X-ray-shielded inner disc, collisions due to high 
temperature ionize atoms having low ionization potential like the al- 
kali, producing a region where Na + is the dominant cation.Ho we ver, 
injection of non-thermal particles have additional effects on the 
chemistry. In the region undergoing the increased ionization rate, 
at R < R i , where R i = 0.3 au and R i = 0.6 au for SSF and SDF, 
respectively, the chemical structure is similarly modified for both 
flare models. The disc surface layer is no more a standard PDR, 
dominated by C + and S + , but the most abundant ion is H + . Ho we ver, 
a surprising feature appears. There is an HCNH + -dominated layer 
that is absent in the model without flare. 

An important aspect for the chemistry in the context of variable 
flares is the time-scales attached to chemical reactions. In case of the 
EP-induced ionization the picture is twofold. The ionization due to 
the particles does not affect only the upper UV-dominated layers, but 
also deeper regions of the disc (towards the disc mid-plane). These 
two regions can roughly be separated by the location of the A V = 1 
layer (see e.g. Fig. 11 ). As a consequence the region affected by the 
particles also spans a huge range in chemical time-scales. In the UV- 
dominated layers those time-scales a very short (about 1 d), whereas 
towards the mid-plane they span from ≈10 3 to ! 10 6 yr (see Woitke 
et al. 2009 , figs. 12 , 13 and equation 117 for the definition of the 
chemical time-scale in our model). 

In our model the HCNH + -dominated layer crossed the A V = 1 
layer and hence an interpretation of the chemistry in this region is 
complex. One of the consequences of the increase in the abundance of 
HCNH + is an enhancement of HCN abundances through HCNH + + 
e −→ HCN + H (e.g. Long et al. 2021 ). This process is the most 
important in deeper layers (below the A V = 1 limit) of the disc 
with longer chemical time-scales and is a consequence of the ion- 
molecular formation pathway as described in Walsh, Nomura & 
van Dishoeck ( 2015 , see e.g. their fig. 5), which also affects other 
molecules such as CN. Woitke et al. ( 2024 ) pointed out that X-ray 
ionization plays an important role for the formation of HCN but 
also C 2 H 2 in UV-shielded regions. Ho we ver, compared to X-rays, an 
irradiation by EPs produce higher ionization rates deeper in the disc 
and hence those formation pathways become even more important. 

In Fig. 13 we show the HCN column density for models with 
and without flares. This result is given by the PRODIMO steady-state 
chemistry model assuming averaged particle ionization rates from 
the flares. As the chemical time-scales are long in the deeper layers 
of the disc (which dominate the column density), we expect that 
this result does not depend strongly on the flare frequency, but more 
importantly on the period of time in which the disc suffers from 
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Part III : turbulently-driven magnetic reconnection in 
accretion discs
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The sketch

Prodimo profiles : alpha parameter

the red curve delimits regions with  where MRI is saturated (Bai & Stone 2011), 
based on a condition over plasma beta parameter.

α = αmax



injection site

First estimations : ionisation rates
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Injection  in the MRI saturated zone at a given radius,  deduced from free electron density, 

 (see Brunn et al 2023),  fixed by the size of reconnection regions L fixed by the scale at which MRI grows the fastest.


Hence the parameters are :  , continuous slowing down approximation is used for EP transport.

NEP(E) = N0 ( E
Ec )

a

exp(−E/Emax) N0

Ec = 3kBT Emax

Ne, T, a, Emax

Case , X-ray luminosity a = 3.7,Emax = 15MeV LX = 1030erg/s

LX(1AU) ∼ 1021 erg/s

a = 3.7 Zhang et al 2024 (3D 
PIC simulations)

 <=> Emax
tacc = tdyn

5

Figure 2. Evolution of energy spectra for electrons and protons in the large simulation Run 3.

The particle transport due to this kink-driven field-line chaos enables the energetic particles to easily access the
major Fermi acceleration regions at the reconnection exhausts for more e!cient acceleration. Figure 1(c-d) shows
the energetic electron and proton densities (with energy 1.2 < ω/miV 2

A < 2.4) in the kink unstable simulation Run
2, multiplied by VE · ε (VE is the E → B drift velocity and ε is the magnetic curvature) that quantifies the field-line
contraction and Fermi acceleration rate (Dahlin et al. 2017; Li et al. 2019b). The values maximizing at the exhausts
adjacent to the flux ropes suggest that the energetic particles overlap with the major Fermi acceleration regions at the
exhausts (with strongest magnetic curvature) for e!cient acceleration.
Since the m = 1 kink instability controls the e!cient acceleration, we take advantage of its Ly threshold Lth and

perform a 3D simulation of unprecedented size in x with Lx = 300di (Run 3 in Table 1). As a result, in this 3D
simulation with m = 1 flux-rope kink instability, both electrons and protons are accelerated into clear nonthermal
power-law spectra (Figure 2), with indices around 4. The spectra have several distinct features: the low energy bound
of the power law (the shoulders, El,e ↑ 0.2miV 2

A, El,i ↑ 0.5miV 2
A)) indicating the injection energy for particles, the

power laws formed and extended by the Fermi acceleration process after injection, and the power-law high energy
cuto” (Eh,e ↑ Eh,i ↑ 7miV 2

A) indicating the maximum energy particles are accelerated to.
The Fermi acceleration process can be described by the a scaling analysis in Zhang et al. (2021). Using particle

acceleration theory and considering Fermi acceleration at reconnection exhausts, we obtain

p ↑ 1 +
Bx

Bz

#z

L
(1 +

B2
g

B2
x

), (3)

where #z is the typical length scale in z of exhaust field lines (related to the scale of flux ropes), L is the half length
of the reconnecting current sheet, and the scales of magnetic fields Bx Bz are evaluated in the acceleration regions
(exhausts). Considering #z and L are both proportional to the domain size, they are roughly proportional to each
other and thus the predicted spectral indices remain unchanged for larger domains. According to the typical values
in the exhausts in our low-guide-field simulations, we obtain p ↑ 4, consistent with simulation results as discussed
in (Zhang et al. 2021). Equation (3) not only applies to the low-guide-field regime but also to the higher-guide-field
regime, which will be further discussed below in Section 4.

3.3. Parameter Dependence

Here we examine the dependence of the energy spectra to parameters like plasma ϑ (in the low-ϑ regime), and
ion-to-electron mass ratio. Figure 3(a-b) shows electron and proton spectra with two ϑ in the low-ϑ regime. Due
to the temperature change, the upstream Maxwellian distribution has a significant shift, but the power-law slopes
at higher energy remains very similar. Also, the low energy shoulder of the proton spectrum remains essentially
unchanged around 0.5miV 2

A (Zhang et al. 2021). This is because in the low-ϑ regime, the magnetic tension and the
Fermi reflection process are not sensitive to ϑ. Di”erent ϑ would not significantly a”ect the power-law slopes from the
Fermi acceleration process and the low energy shoulder of protons from the first Fermi reflection process (Zhang et al.
2021), which is consistent with our understanding of Fermi acceleration in reconnection. Figure 3(c-d) show weak
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Conclusions
• In-situ EP should take over CR contribution at YSO inner disc and in jets.


• The model can help explaining non-thermal radio emission and high ionization rates 
@ 100-1000 AU


      =>YSO should hence be proper sources of EPs and of local ionization (YSO 
clusters) of the parent molecular cloud (Padovani et al in prep)


• EP can contribute to dynamics because of ionization and pressure effects (see N.C. 
Lin) 


• EP can potentially be a source of ionization @ 1-10 AU and explain some ALMA data.
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