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State-of-the-art cosmological models have broadly 
converged on first-order stellar predictions

• Both cosmo sims and semi-

analytic models (SAMs) 

• Feedback is key: 

‣ strong SF-driven winds 

‣ AGN at massive end

Figure 4:

Galaxy stellar mass function at redshifts z ⇠ 0–4. In the z = 0.1, z = 1, and z = 2 panels, black square
symbols show a double-Schechter fit to a compilation of observational estimates. Observations included
in the fit are: z = 0.1 – Baldry et al. (2008), Moustakas et al. (2013); z = 1 and z = 2 panels – Tomczak
et al. (2014), Muzzin et al. (2013). The fits shown at z = 1 and z = 2 are interpolated to these redshifts
from adjacent redshift bins in the original published results. The formal quoted 1� errors on the
estimates shown in these three panels are comparable to the symbol size, and are not shown for clarity
(the actual uncertainties are much larger, but are di�cult to estimate accurately). In the z = 0.1 panel,
the estimates of Bernardi et al. (2013) are also shown (open gray circles). In the z = 4 panel we show
estimates from Duncan et al. (2014, squares), Caputi et al. (2011, crosses), Marchesini et al. (2010,
circles, for z = 3–4), and Muzzin et al. (2013, pentagons, z = 3–4). Solid colored lines show predictions
from semi-analytic models: SAGE (Croton et al. in prep, dark blue), Y. Lu SAM (Lu et al. 2013,
magenta), GALFORM (Gonzalez-Perez et al. 2014, green), the Santa Cruz SAM (Porter et al. 2014,
purple), and the MPA Millennium SAM (Henriques et al. 2013). The dotted light blue line shows the
Henriques et al. (2013) SAM with observational errors convolved (see text). Colored dashed lines show
predictions from numerical hydrodynamic simulations: EAGLE simulations (Schaye et al. 2014, dark
red), ezw simulations of Davé and collaborators (Davé et al. 2013, bright red) and the Illustris
simulations (Vogelsberger et al. 2014b, orange).

at reproducing the SMF of galaxies at z ⇠ 0 by invoking a plausible, if still in most cases

schematic, set of physical processes. Fig. 4 shows a compilation of predictions of recent

numerical hydrodynamic simulations and semi-analytic models for the SMF from z = 4 to

z ⇠ 0. These models are all taken directly from the original publications and no attempt

has been made to calibrate them to the same set of observations or to correct for the
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Galaxy stellar mass function

Solid: SAMs 
Dashed: cosmo sims (EAGLE, Illustris, Davé+) 



Models diverge strongly on their predictions  
for gas properties

• Models that match stellar 

galaxy properties agree 

neither with observations nor 

among themselves! 

‣ models are degenerate 

‣ gas can break degeneracies

Figure 6:

The average metallicity of cold gas in bins of stellar mass, for redshift bins from z = 0–4. Grey and
black symbols show observational estimates: z = 0.1 – Peeples et al. (2014, filled circles); Andrews &
Martini (2013, stars). In all panels, the filled squares show the compilation of Zahid et al. (2013).
Colored lines show predictions from semi-analytic models and numerical hydrodynamic simulations; key
is the same as in Fig. 4.

Figure 5 shows a comparison of SFR vs. mstar for the SAMs and simulations shown in

Figure 4, along with a compilation of recent observational determinations as described in

the figure caption. All models generally reproduce the near-unity slope, at all redshifts.

Most models match the amplitude at z ⇠ 0, although the turnover at high masses due to

quenching can vary significantly (and can be sensitive to the definition of “star forming”

galaxies), and models tend to predict a steeper trend at low masses. By z ⇠ 1 � 2, it

is clear that most models fall below the observations, a long-standing discrepancy first

highlighted in Daddi et al. (2007). The redshift dependence of the sSFR is generically

di�cult to match in models because it di↵ers strongly in the intermediate redshift regime

(4<⇠ z <⇠ 0.5) from the dependence predicted by Ṁhalo (Davé 2008, Sparre et al. 2014). By

z = 4, some models are able to match the data, though others continue to fall substantially

short. The normalization of the predicted SFR vs. mstar relation depends on resolution and

the calibration of the sub-grid parameters — e.g. Schaye et al. (2014) show (their Fig. 11)

that a higher resolution simulation in the EAGLE suite, re-calibrated to the SMF, predicts

a higher SFR at mstar <⇠ 1010, in better agreement with the observations. However, the

redshift dependence of the sSFR is roughly unchanged (Furlong et al. 2014).
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FIRE: Feedback in Realistic Environments
• Cosmological zoom-ins 

resolving GMCs

• Stellar feedback (SNe, 
photoion, stellar winds, 
rad. P) based on SB99

• Metal and molecular 
cooling to T~10 K; SF in 
mol., self-grav. gas

• No parameter tuning 

‣ K-S law, outflows, etc. emerge

w/ Hopkins, Kereš, Quataert + students, p'docs & collaborators

Gas

GIZMO P-SPH, Mh(z=0)=1012 Msun 

mgas=7×103 Msun, εgas=10 pc

Galaxies on FIRE: feedback and star formation 583

Figure 1. Gas in a representative simulation of a Milky Way-mass halo (m12i in Table ). Image shows the projected gas density, log-weighted (∼4 dex stretch).
Magenta shows cold molecular/atomic gas (T < 1000 K). Green shows warm ionized gas (104 ! T ! 105 K). Red shows hot gas (T " 106 K).2 Each image
shows a box centred on the main galaxy. Left: box 200 kpc (physical) on a side at high redshift. The galaxy has undergone a violent starburst, leading to strong
outflows of hot and warm gas that have blown away much of the surrounding IGM (even outside the galaxy). Note that the ‘filamentary’ structure of cool gas
in the IGM is clearly affected by the outflows. Right: near present-day, with a ∼50 kpc box. A more relaxed, well-ordered disc has formed, with molecular gas
tracing spiral structure, and a halo enriched by diffuse hot outflows.

to z = 0. Our simulations utilize a significantly improved numerical
implementation of SPH (which has resolved historical discrepancies
with grid codes), as well as the full physical models for feedback
and ISM physics introduced and tested in Paper I–Paper III. Here,
we explore the consequences of stellar feedback for the inefficiency
of star formation, perhaps the most basic consequence of stellar
feedback for galaxy formation. In companion papers, we will in-
vestigate the properties of outflows and their interactions with the
IGM, the effect of those outflows on dark matter structure, the dif-
ferences between numerical methods in treating feedback, the role
of feedback in determining galaxy structure, and many other open
questions.

In Sections 2–4, we describe our methodology. Section 2 de-
scribes the initial conditions for the simulations; Section 3 out-
lines the implementation of the key baryonic physics of cooling,
star formation, and feedback (a much more detailed description
is given in Appendix A); Section 4 briefly describes the improve-
ments in the numerical method compared to past work (again, more
details are in Appendix B). And in Appendix C, we test and com-
pare these algorithms with higher resolution simulations of isolated
(non-cosmological) galaxies.

We describe our results in Section 5. We examine the pre-
dicted galaxy stellar masses (Section 5.1), and how this depends
on both numerical algorithms (Section 5.3) and feedback physics
(Section 5.4), as well as how it compares to previous theoretical
work (Section 5.5). We show that the treatment of feedback physics
overwhelmingly dominates these results, and discuss the distinct
roles of multiple independent feedback mechanisms. We also ex-
plore the predictions for the KS relation (Section 5.6), the shape
of galaxy SFHs (Section 5.7), the star formation ‘main sequence’
(Section 5.8), and the ‘burstiness’ of star formation (Section 5.9).
We summarize our important conclusions and discuss future work in
Section 6.

2 IN I T I A L C O N D I T I O N S A N D G A L A X Y
PROPERTIES

The simulations presented here are a series of fully cosmological
‘zoom-in’ simulations of galaxy formation; some images of the
gas and stars in representative stages are shown in Figs 1–3.2 The
technique is well studied; briefly, a large cosmological box is sim-
ulated at low resolution to z = 0, and then the mass within and
around haloes of interest at that time is identified, traced back to the
starting redshift, and the Lagrangian region containing this mass
is re-initialized at much higher resolution (with gas added) for the
ultimate simulation (Porter 1985; Katz & White 1993).

We consider a series of systems with different masses.
Table 1 describes the initial conditions. All simulations begin at
redshifts ∼100–125, with fluctuations evolved using perturbation
theory up to that point.3

The specific haloes we re-simulate are chosen to represent a broad
mass range and be ‘typical’ in most properties (e.g. sizes, formation
times, and merger histories) relative to other haloes of the same
z = 0 mass. The simulations m09 and m10 are constructed using
the methods from Onorbe et al. (2014); they are isolated dwarfs.
Simulations m11, m12q, m12i, and m13 are chosen to match a
subset of initial conditions from the AGORA project (Kim et al.

2 Both gas and stellar images are true three-colour volume renderings gen-
erated by ray-tracing lines of sight through the simulation (with every gas or
star particle a source, respectively). For the stars, the physical luminosities
and dust opacities in each band are used to generate the observed intensity
map. For the gas, we construct synthetic ‘bands’ where the particle emis-
sivity is uniform if it falls within the temperature range specified, and zero
otherwise, and the particle opacity is uniform across bands.
3 Initial conditions were generated with the MUSIC code (Hahn & Abel 2011),
using second-order Lagrangian perturbation theory.
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Muratov, Kereš, CAFG+ (arXiv:1501.03155)

Galactic winds in FIRE
Gusty, gaseous flows of FIRE 15

Figure 8. Flux-weighted average 50th (left) and 95th (right) percentile wind velocity vs vc for all halos in our sample measured at 0.25Rvir. Same coloring
convention as Figure 5. Dotted lines show the fits given in Equations 9 and 10. Both 50th and 95th percentile wind velocities scale slightly superlinearly with
vc, and are normalized such that typical wind velocities range from ~1-3vc.

(4.0 > z > 0.5) than those measured at 0.25Rvir, but can be faster
by a factor of ~5 at low redshift (z < 0.5), although this is largely
because the low-redshift measured CGM wind velocities are very
slow (significantly less than vc).

6 DISCUSSION

Our analysis has primarily focused on measuring the mass-loading
factor via outflow rates in the inner regions of the CGM (at
0.25Rvir). In Section 5.1 we briefly devoted attention to demon-
strating that in the L*-progenitors at high redshift, m12v and m12i
specifically, about a third of material that is ejected into the CGM
and crosses 0.15Rvir eventually flows out through the virial radius
of the halo.

The fact that these numbers are not 100% implies that there
is a significant amount of material that is initially ejected into the
CGM, but later able to recycle back into the inner halo and the
galaxy. Even gas that flows out of the virial radius is not necessarily
permanently unbound from the halo. This is true by construction,
as our fiducial choice of vcut = 0km/s is below the local escape
velocity. In addition, the gravitational potential and virial radius of
all central halos continue to grow with time, and may re-absorb the
ejected material. Our results imply that the CGM of massive halos
hosts a vast reservoir of gas that has been enriched by local high-
redshift and intermediate-redshift outflows which helps fuel later
stages of galaxy formation.

It is interesting to estimate the amount of gas pushed out of
halos, and to study the evolution of the halo baryon fraction, which
is a good tracer for the aforementioned reservoir. In Figure 9 we
show the baryon fraction within Rvir over an interval 3.0 > z >
0 for m12v, m12q, m12i, m11, and m10, as well as 3.0 > z >
2.0 for z2h506. We plot the baryon fraction alongside a quantity
which describes the cumulative mass of outflowing gas which has
traversed the virial radius since z = 9, relative to the baryon budget
of the halo if it were to contain the cosmic mean fraction of baryons.

We call this quantity the expelled fraction. This figure can be used
to trace the role that galactic winds play in the overall evolution
of the halo. We note that for many of the halos considered, the
sum of the baryonic mass fraction within the halo at z = 0 and
the expelled fraction add up to a number that is near unity. This is
not necessarily true by construction, as we do not consider whether
outflows that cross Rvir are actually unbound form the halo, do not
account for the growth of Rvir through cosmic time, and only follow
a single massive progenitor. A complete understanding of what sets
the baryon fraction of a given halo requires us to consider all of
these processes, as well as any other process that modifies the ratio
of accretion rates for gas and dark matter. Nonetheless, the expelled
fraction is a useful diagnostic.

A low-mass dwarf like m10 already has a depleted baryon
fraction by z= 3 and it becomes further depleted by a series of pow-
erful outflows between z= 3 and z= 1.5. At lower redshift, outflow
rates are weaker but infall is only able to replenish a small fraction
of what has been lost. Infall rates may be diminished due to heating
of the IGM by the UV background (Thoul & Weinberg 1996). The
sum of the baryon fraction and the expelled fraction are far below
unity at all times, suggesting that the UV background plays a role
in preventing accretion continuously, starting at very high redshifts
(Gnedin 2000; Faucher-Giguère et al. 2011). The somewhat more
massive dwarf (m11) can more efficiently accrete the UV heated
gas, allowing it to have a high baryon fraction while still maintain-
ing powerful outflows until late times (z ⇡ 0.6), when a merger-
driven burst expels a huge amount of gas, apparently sealing its
fate.

In the L*-progenitor m12v, star formation is more efficient at
early times, building up the stellar fraction to ~15% of the baryonic
budget by z ⇡ 1.5 while maintaining an expelled fraction of un-
der 30%. However, this changes during the interval 1.5 > z > 1.0,
when the halo undergoes its most prominent burst of star forma-
tion, reaching Ṁ⇤ ⇡ 40M� yr�1. After this powerful burst, as in
the late-time burst of m11, we see a rapid rise in the expelled frac-
tion. Similar events occur sometime during the med-z interval in
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winds in V13 are consistent with ours. F14 use systematically lower
⌘ at all masses than we do, but launch their winds at much higher
velocities, suggesting that their winds are much less likely to ever
recycle. See Table C1 for values of ⌘ and launch velocities as they
are in F14, V13, and our simulations.

At low redshift, F14 use values of ⌘ that are in better agree-
ment with our results, while V13 continue to have systematically
higher values of ⌘. For example, V13 use winds with ⌘⇡ 7 at z = 0
for a Milky Way-mass galaxy (vmax ⇡ 200), while our simulations
find that these halos typically have ⌘ ⌧ 1. F14 uses ⌘ ⇡ 1 for a
1012M� halo. We provide more comparisons, and the methodol-
ogy used to derive these comparisons in Appendix C.

Although the winds in our simulations have lower values of ⌘
than those of V13, and lower velocities than those of F14, the FIRE
simulations - like V13 and F14 - nonetheless roughly reproduce
the M⇤�Mh relation (Hopkins et al. 2014). The key to understand-
ing how this is possible may be the burstiness of star formation in
the FIRE simulations. Since the consequence of each burst of star
formation is the dispersal of the ISM, the resultant wind not only
carries out the gas available for star formation, but also has strong
dynamical effects on the halo and galaxy. In other words, although
the amount of material ejected is lower than in V13, and the amount
of recycling due to slow winds is higher than in F14, the dynamical
state of the galaxy limits the efficiency of converting gas into stars.

5.4 Mass-loading as a function of radius within halo

In order to understand how the flux of material traverses different
spatial regions of the halo, we provide Figure 7. The top panel of
this figure shows the total integrated mass of gas that has crossed
various thresholds in the 4.0 > z > 2.0 interval, normalized by the
total stellar mass of each halo at z = 2. The values from this plot
can be used to estimate mass loading at different radii using the
values of ⌘ at 0.25 Rvir given in Table 2.

It is striking that the total gas mass expelled through inner
region of galactic halos at high redshift is tens or even hundred
times larger than the total stellar mass accumulated by z = 2. Two
of the L*-progenitors, m12v and m12i, as well as the massive dwarf
m11, and the LBG-like z2h506 only have about 33% of the total
material ejected into the CGM (to 0.15Rvir) eventually leave the
halo, while m10 loses nearly all of the outflows. This leads us to
conclude that at high redshifts, the majority of CGM outflows in
sufficiently massive galaxies stays within the CGM where a larger
fraction of this gas can recycle back into the galaxy or contribute to
the gaseous reservoirs of halos.

The bottom panel of Figure 7 reveals that the outflow proper-
ties differ at intermediate redshift (2.0 > z > 0.5). In this interval,
the L*-progenitors and m11 now lose 60-70% of material that is
ejected. This suggests that although their gravitational potentials
are deepening, these halos are actually more efficient at expelling
baryons into the IGM. The implications will be discussed further
in Section 6. m10 is particularly peculiar, as it loses significantly
more mass in the outer regions than the amount ejected from the
inner regions. The mass of this halo is below the filtering scale in-
duced by the UV background (Thoul & Weinberg 1996; Gnedin
2000; Faucher-Giguère et al. 2011), which means that the halo may
be gradually heated and unbound. Alternatively, this may imply en-
trainment of loosely bound material in the outer region of the CGM
during the outflow episodes as they propagate outward. We have
verified that most of the mass loss follows bursts of star formation,
suggesting that entrainment is the dominant mechanism that pro-
duces this behavior. These calculations do not account for the fact

that the physical virial radius can be much larger at z = 0.5 than it
was at z = 2, which means that outflow rates we compute here are
only valid with respect to the instantaneous position of the virial
radius but not all of this material actually leaves the growing virial
radius of a halo.

5.5 Wind velocity

As can be seen from Figure 1, our simulations produce winds with a
broad range of velocities. The detailed kinematic structure of winds
will be studied in subsequent work, but here we briefly characterize
the typical wind velocities seen in our simulation.

We use the same redshift intervals and criteria for inclusion
as for measurements of ⌘. At each snapshot, we calculate the 50th
percentile (median) radial wind velocity of outflowing particles in
the 0.25 Rvir shell. To calculate an average wind velocity of a halo
over a broad redshift interval, we compute a flux-weighted average
of the 50th percentile velocities at each snapshot. This ensures that
the average wind velocity is a characteristic of the epochs when the
most significant outflows are likely to be observed. We use this
same procedure to also compute the interval-averaged 95th per-
centile velocity to give an estimate of some of the fastest winds
generated by star formation in our simulations.

We plot the flux-weighted average 50th and 95th percentiles
in Figure 8. We find strong evidence for a slightly super-linear cor-
relation between wind velocity and vc that is well described by a
single power law. Correlations between wind velocity and galaxy
mass are in fact found in observational campaigns that sample a
sufficiently broad range of galaxy masses (Martin et al. 2012). We
note that while the 50th percentile velocities are sometimes close
to the escape velocity of the halo, the 95th percentile velocities are
considerably faster, and approach 1000 km/s for the most massive
halos in our sample. Winds with such velocities could be confused
for winds generated by black holes.

Again, the three L*-progenitor halos are exceptions at the low-
z interval, and appear to have significantly slower winds than simi-
lar halos of their mass did at higher redshift. We interpret this as fur-
ther evidence that the outflow rates measured for the L*-progenitors
at low redshift are not driven by star formation. We find the 50th
percentile wind velocity is fit by the relation:

vwind,50 = 0.854v1.12
c . (9)

The fit for 95th percentile wind velocity is fairly similar, dif-
fering mainly in normalization, which is approximately a factor of
~2 higher:

vwind,95 = 1.85v1.10
c . (10)

We have again only used data from the high-z and med-z
regimes to construct these fits, and consider no redshift evolution,
as it is not apparent from the figure. We caution that the veloci-
ties discussed here were measured at 0.25Rvir for each halo consid-
ered. We have approximately translated these velocities into wind
velocities at the time of launch by considering the gravitational po-
tential difference between 0.25Rvir and the locations where they
are expected to be launched from (i.e. ~1 kpc). We must also as-
sume that the gravitational potential difference would translate into
kinetic energy for the gas and that entrainment is not significant
(see Appendix C). We find that generally launch velocities are
faster by at most a factor of ~2 at high and intermediate redshifts
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winds in V13 are consistent with ours. F14 use systematically lower
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considerably faster, and approach 1000 km/s for the most massive
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Figure 5. Average mass-loading factor (⌘) from 4.0 > z > 2.0 (black), 2.0 > z > 0.5 (blue), and 0.5 > z > 0 (red) vs circular velocity (vc, Left) and halo
mass (Mh, Right) as they are at the midpoint of the interval in redshift space (zmed = 3 for high-z, zmed = 1.25 for med-z, zmed = 0.25 for low-z). Upside down
triangles show the halos in the zoom in region of m09, m10, and m11. m12v, m12i, and m12q are shown as triangles, except in the low-z data, where their
“main” halos are shown as upper limits (see text). Squares show z2h halos in the high-z sample. Open symbols indicate that the halo did not survive until the
end of the interval, but it survived at least as long as the midpoint of the interval. For ⌘ as a function of vc, we provide a broken power law fit including a
redshift evolution term (Equations 4 and 5), and evaluate it at z = 3 (black dotted line), z = 1.25 (blue dotted line), and z = 0.25 (red dotted line). The ⌘ vs
Mh fit is directly converted from the ⌘ vs vc fit (Equations 6 and 7).

cal quantities as measured at the midpoint of each interval in red-
shift (zmed = 3 for high-z, zmed = 1.25 for med-z, and zmed = 0.25
for low-z). We have considered other choices for the representative
redshift, such as the epoch when the cumulative time-integrated
flux of ejected material in each halo reaches 50% of its final value,
but found that our results were largely unchanged. Within each red-
shift interval, we elect to use a single epoch for all halos to simplify
interpretation.

In the figures and fits provided in the sections below, we
present ⌘ as measured by the ratio of integrated outflow and
star formation rates over the entire considered interval. Outflow
rates themselves were measured with the Instantaneous Mass Flux
method, and a radial velocity cut of vcut = 0 is used to define out-
flows. We also provide Table 2, which shows average values of ⌘
for the “main” halos in each simulation at various epochs using var-
ious measurement methods. All outflow rates were measured in the
0.25Rvir shell. Section 5.4 shows how these measurements differ at
various halo-centric radii. An alternative approach would be to in-
stead use a shell at a fixed physical radius at all times (i.e. a few
tens of kpc). However, using such a threshold would probe rather
different spatial regions when applied to our dwarf galaxies (poten-
tially outside Rvir), and to our most massive halos (close to galactic
edge). For now, we stick to using shells at a fixed fraction of Rvir,
as they can consistently be adapted to all halos at all epochs.

5.1 Fits of ⌘ for individual halos

We start by considering the relationship between ⌘ and the halo
circular velocity (vc =

p
GMh/Rvir), which evolves more slowly

with redshift than other halo properties (as previously mentioned,
the halo mass of m12i increases by a factor of ~10 between z = 4
and z = 2, while vc only increases by a factor of ~2). We show

Figure 6. Average mass-loading factor (⌘) vs stellar mass (M⇤), using the
same symbol and color conventions as Figure 5. A single power law fit
with no redshift dependence (Equation 8, dotted black line) describes the
data well, except for massive halos at low redshifts, where outflows are
diminished (red upper limits).

the average value ⌘ vs vc in the left panel of Figure 5. We can im-
mediately see that halos with low vc and halos with high vc may
be best described by different slopes. Our method for constructing
the fit for ⌘ vs. vc is as follows: We divide the sample into two
distinct populations, vc < 60km/s and vc > 60km/s. The choice
to use 60 km/s was arbitrary, but produced fits with relatively low
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�2 statistics compared to other dividing points. We then "anchor"
both fits to the approximate mean value of ⌘ at vc = 60km/s,
which is computed by taking the values of eta for all halos be-
tween 50km/s < ⌘ < 70km/s and averaging them in log space.
We use this anchor to fit a broken power law for low vc and high
vc halos. We find that the reduced �2 statistic for the broken power
law fit is significantly lower than the reduced �2 statistic for a sin-
gle power law fit. All fitting is done in log-log space, and the er-
rors quoted come from the diagonalized covariance matrix from
the minimized residuals. First, we consider only our high-z sam-
ple, which is the most complete (black points in Figure 5). Taking
measurements of vc at z = 3, halos with vc < 60km/s are fit by the

relation ⌘ = 16.5
⇣

vc
60km/s

⌘�3.23
. For halos with vc > 60km/s, we

find ⌘ = 16.5
⇣

vc
60km/s

⌘�1.01
.

Because the z2h sample ends at z = 2 and halos begin to co-
alesce and grow to encompass the zoom-in regions, the number of
halos that we are able to measure is smaller at z < 2. Although our
data at lower redshift is relatively limited, we also provide a fit for
the med-z (2.0 > z > 0.5) sample. We again take measurements of
vc at the midpoint of the redshift interval, in this case z = 1.25, and

use 60 km/s as a dividing point. We find ⌘= 8.76
⇣

vc
60km/s

⌘�2.99
for

vc < 60km/s, and ⌘ = 8.76
⇣

vc
60km/s

⌘�1.05
for vc > 60km/s. Since

the slopes measured for the high-z and med-z samples are simi-
lar in both vc regimes, we combine the datasets and provide a sin-
gle unifying fit including an additional term to account for redshift
evolution. For vc < 60km/s, we find:

⌘ = 2.91(1+ z)1.25
✓

vc

60km/s

◆�3.22

. (4)

For halos with vc > 60km/s, we find

⌘ = 2.91(1+ z)1.25
✓

vc

60km/s

◆�1.00

. (5)

The errors derived on the slopes are substantial, which is ex-
pected given the scatter in our data set. These errors are � = 1.44
and � = 0.619 for the low-vc and high-vc sides, respectively. We
stress that these fits apply only to the mass-loading factor as mea-
sured at 0.25Rvir, and would likely be somewhat different if we
instead measured ⌘ at a fixed physical radius.

We choose not to include the limited dataset we have from the
low-z (z < 0.5) regime in the fitting procedure, but note the most
significant outliers are two of the three “main” L*-progenitor halos.
In fact, the outflows seen in the L*-progenitors at this epoch are
probably not caused by star formation, so we therefore mark them
as upper limits on the figures. This discrepancy will be explored
further in Section 5.2.

One notable feature of Figure 5 is that the simulations plotted
were run with different resolutions, yet low-mass halos from the
z2h sample as well as those from the L*-progenitor runs (m12v,
m12i, m12q) are found to have similar values of ⌘ as the highly-
resolved dwarf galaxies (m09, m10, m11). This demonstrates a de-
gree of convergence in our simulation sample.

We convert the broken power law fit derived for vc into a fit
for halo mass, Mh by using the analytic relationship between the
two. The result is shown in the right panel of Figure 5. This fit
works just as well as the vc fit by construction, owing to the one-to-
one correspondence between vc and Mh as measured at a particular

epoch. We only need to consider the redshift evolution of Mh at the
fixed value of vc = 60km/s, which we represent as Mh60.

For Mh < Mh60, we find:

⌘ = 2.91(1+ z)1.25
✓

Mh

Mh60

◆�1.07

. (6)

For Mh > Mh60, it becomes:

⌘ = 2.91(1+ z)1.25
✓

Mh

Mh60

◆�0.333

. (7)

It is straightforward to derive Mh60 as a function of redshift for
any given cosmology and choice of definition of virial overdensity.
We find Mh60 = 1.77⇥1010M� at z = 3, Mh60 = 4.03⇥1010M� at
z = 1.25, and Mh60 = 8.27⇥1010M� at z = 0.25.

Figure 6 shows the relationship between ⌘ and stellar mass,
M⇤. Unlike the fitting method used for vc and Mh, we use a sin-
gle power law fit that describes ⌘ as a function of M⇤. We have
confirmed that the reduced �2 statistic for this fit is low, validat-
ing our single power law approach. We again combine the data for
the high-z and med-z samples, and include an additional term in
the fitting function for a redshift dependence. The best-fit relation
for the redshift dependence is ⌘ / (1+ z)0.02, which is consistent
with no dependence, given our errors. Hence, we present a redshift-
independent fit for ⌘ as a function of M⇤:

⌘ = 3.55
✓

M⇤

1010M�

◆�0.351

. (8)

The error on the fit for the power-law indices is � = 0.175,
suggesting a better fit than what was found for either Mh or vc,
though the scatter is still significant. The L*-progenitors at low red-
shift are again the most notable outliers from the fit, while the rest
of the low-z data is somewhat better described than it was by the vc

fit.
We note that when a halo has multiple long-lived massive pro-

genitors that coalesce by the end of the interval, we include each
progenitor as a separate track in the figures and fits. We employ a
few other criteria for inclusion of progenitor halos:
1.) They are either the “main” progenitor for the entire interval, or
are detected as central (non-satellite) halos until the midpoint of the
interval in redshift space (z = 3 for high-z z = 1.25 for med-z, and
z = 0.25 for low-z. )
2.) Consist of at least 98% high-resolution dark matter (low con-
tamination from low-resolution particles). We make an exception in
the case of m11 and m12q, as these two runs feature low-resolution
DM particles that are about as massive as hi-res DM particles from
other runs (m12v and m12i). Each consists of more than 98% high-
resolution DM particles within 0.1 Rvir.
3.) Contain at least 50,000 high-resolution dark matter particles at
the end of the interval, or at the last epoch at which they are counted
as isolated halos.
4.) Form at least 50 new stellar particles over the interval.

Our statistics at the high-z interval are sufficient to obtain a
statistically meaningful fit even if we consider only halos that sur-
vive as their own “main” progenitors to z = 2, but inclusion of the
other progenitors does not appear to alter the fit. We mark halos
that did not survive until the end of the given interval as open sym-
bols on the figures. Although simulations of different resolutions
are combined on these figures, it can be seen that resolution has no
discernible effect on ⌘ as long as the stated resolution standards are
maintained.
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Figure 4. Galaxy stellar mass-halo mass relation at z = 0. Top: M⇤(Mhalo).
Bottom: M⇤ relative to the Universal baryon budget of the halo ( fb Mhalo).
Each simulation (points) from Table 1 is shown; large point denotes the
most massive halo in each box. We compare the relation if all baryons be-
came stars (M⇤ = fb Mhalo; dotted) and the observed relationship as deter-
mined in Behroozi et al. (2012, magenta) and Moster et al. (2013, cyan)
(dashed lines denote extrapolation beyond the observed range). The agree-
ment with observations is excellent at Mhalo . 1013 M�, including dwarf
though MW-mass galaxies. We stress there are zero adjusted parameters
here: stellar feedback, with known mechanisms taken from stellar popula-
tion models, is sufficient to explain galaxy stellar masses at/below ⇠ L⇤.

3.3 Stellar Feedback

Once stars form, their feedback effects are included from several
sources. Every star particle is treated as a single stellar popula-
tion, with a known age, metallicity, and mass. Then all feedback
quantities (the stellar luminosity, spectral shape, SNe rates, stellar
wind mechanical luminosities, metal yields, etc.) are tabulated as
a function of time directly from the stellar population models in
STARBURST99, assuming a Kroupa (2002) IMF.

(1) Radiation Pressure: Gas illuminated by stars feels a
momentum flux Ṗrad ⇡ (1 � exp(�⌧UV/optical))(1 + ⌧IR)Lincident/c
along the optical depth gradient, where 1+ ⌧IR = 1+⌃gas IR ac-
counts for the absorption of the initial UV/optical flux and multiple
scatterings of the re-emitted IR flux if the region between star and

gas particle is optically thick in the IR (assuming the opacities scale
linearly with gas metallicity).5

(2) Supernovae: We tabulate the SNe Type-I and Type-II rates
from Mannucci et al. (2006) and STARBURST99, respectively, as
a function of age and metallicity for all star particles and stochasti-
cally determine at each timestep if a SNe occurs. If so, the appro-
priate mechanical luminosity and ejecta momentum is injected as
thermal energy and radial momentum in the gas within a smoothing
length of the star particle, along with the relevant mass and metal
yield (for all followed species).

(3) Stellar Winds: Similarly, stellar winds are assumed to
shock locally and so we inject the appropriate tabulated mechan-
ical power L(t, Z), wind momentum, mass, and metal yields, as a
continuous function of age and metallicity into the gas within a
smoothing length of the star particles. The integrated mass fraction
recycled is ⇠ 0.3.

(4) Photo-Ionization and Photo-Electric Heating: Knowing
the ionizing photon flux from each star particle, we ionize each
neighboring neutral gas particle (provided there are sufficient pho-
tons, given the gas density, metallicity, and prior ionization state),
moving outwards until the photon budget is exhausted; this alters
the heating and cooling rates appropriately. The UV fluxes are also
used to determine photo-electric heating rates following Wolfire
et al. (1995).

Extensive numerical tests of the feedback models are pre-
sented in Paper II.

4 SIMULATION NUMERICAL DETAILS

All simulations are run using a heavily modified version of the
TreeSPH code GADGET (Springel 2005) which we refer to as “P-
GADGET.” This adopts the Lagrangian “pressure-entropy” formu-
lation of the SPH equations developed in Hopkins (2013); this elim-
inates nearly all major differences between SPH, moving mesh,
and grid (adaptive mesh) codes, and resolves the well-known issues
with fluid mixing instabilities in previously-used forms of SPH. As
well, the code includes substantial improvements in the artificial
viscosity, entropy diffusion, adaptive timestepping, smoothing ker-
nel, and gravitational softening algorithm, as compared to the “pre-
vious generation” in GADGET-3. These are all described in detail in
Appendix B.

We emphasize that our version of SPH has been tested exten-
sively and found to give good agreement with analytic solutions as
well as well-tested grid codes on a broad suite of test problems.
Many of these are presented in Hopkins (2013). This includes Sod
shock tubes; Sedov blastwaves; wind tunnel tests (radiative and
adiabatic, up to Mach ⇠ 104); linear sound wave propagation; os-
cillating polytropes; hydrostatic equilibrium “deformation”/surface
tension tests (Saitoh & Makino 2013); Kelvin-Helmholtz and
Rayleigh-Taylor instabilities; the “blob test” (Agertz et al. 2007);
super-sonic and sub-sonic turbulence tests (from Mach ⇠ 0.1 �
103); Keplerian gas ring, disk shear, and shearing shock tests
(Cullen & Dehnen 2010); the Evrard test; the Gresho-Chan vortex;
spherical collapse tests; and non-linear galaxy formation tests such

5 There has been some debate in the literature regarding whether or not the
full ⌧IR “boost” applies to the infrared radiation pressure when ⌧IR � 1 (see
e.g. Krumholz & Thompson 2012, but also Kuiper et al. 2012). We have
considered alternatives, discussed in Paper I. However, in the simulations
here we never resolve the extremely high densities where ⌧IR & 1 (where
this distinction is important), and so if anything are under-estimating the IR
radiation pressure.
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most massive halo in each box. We compare the relation if all baryons be-
came stars (M⇤ = fb Mhalo; dotted) and the observed relationship as deter-
mined in Behroozi et al. (2012, magenta) and Moster et al. (2013, cyan)
(dashed lines denote extrapolation beyond the observed range). The agree-
ment with observations is excellent at Mhalo . 1013 M�, including dwarf
though MW-mass galaxies. We stress there are zero adjusted parameters
here: stellar feedback, with known mechanisms taken from stellar popula-
tion models, is sufficient to explain galaxy stellar masses at/below ⇠ L⇤.

3.3 Stellar Feedback

Once stars form, their feedback effects are included from several
sources. Every star particle is treated as a single stellar popula-
tion, with a known age, metallicity, and mass. Then all feedback
quantities (the stellar luminosity, spectral shape, SNe rates, stellar
wind mechanical luminosities, metal yields, etc.) are tabulated as
a function of time directly from the stellar population models in
STARBURST99, assuming a Kroupa (2002) IMF.

(1) Radiation Pressure: Gas illuminated by stars feels a
momentum flux Ṗrad ⇡ (1 � exp(�⌧UV/optical))(1 + ⌧IR)Lincident/c
along the optical depth gradient, where 1+ ⌧IR = 1+⌃gas IR ac-
counts for the absorption of the initial UV/optical flux and multiple
scatterings of the re-emitted IR flux if the region between star and

gas particle is optically thick in the IR (assuming the opacities scale
linearly with gas metallicity).5

(2) Supernovae: We tabulate the SNe Type-I and Type-II rates
from Mannucci et al. (2006) and STARBURST99, respectively, as
a function of age and metallicity for all star particles and stochasti-
cally determine at each timestep if a SNe occurs. If so, the appro-
priate mechanical luminosity and ejecta momentum is injected as
thermal energy and radial momentum in the gas within a smoothing
length of the star particle, along with the relevant mass and metal
yield (for all followed species).

(3) Stellar Winds: Similarly, stellar winds are assumed to
shock locally and so we inject the appropriate tabulated mechan-
ical power L(t, Z), wind momentum, mass, and metal yields, as a
continuous function of age and metallicity into the gas within a
smoothing length of the star particles. The integrated mass fraction
recycled is ⇠ 0.3.

(4) Photo-Ionization and Photo-Electric Heating: Knowing
the ionizing photon flux from each star particle, we ionize each
neighboring neutral gas particle (provided there are sufficient pho-
tons, given the gas density, metallicity, and prior ionization state),
moving outwards until the photon budget is exhausted; this alters
the heating and cooling rates appropriately. The UV fluxes are also
used to determine photo-electric heating rates following Wolfire
et al. (1995).

Extensive numerical tests of the feedback models are pre-
sented in Paper II.

4 SIMULATION NUMERICAL DETAILS

All simulations are run using a heavily modified version of the
TreeSPH code GADGET (Springel 2005) which we refer to as “P-
GADGET.” This adopts the Lagrangian “pressure-entropy” formu-
lation of the SPH equations developed in Hopkins (2013); this elim-
inates nearly all major differences between SPH, moving mesh,
and grid (adaptive mesh) codes, and resolves the well-known issues
with fluid mixing instabilities in previously-used forms of SPH. As
well, the code includes substantial improvements in the artificial
viscosity, entropy diffusion, adaptive timestepping, smoothing ker-
nel, and gravitational softening algorithm, as compared to the “pre-
vious generation” in GADGET-3. These are all described in detail in
Appendix B.

We emphasize that our version of SPH has been tested exten-
sively and found to give good agreement with analytic solutions as
well as well-tested grid codes on a broad suite of test problems.
Many of these are presented in Hopkins (2013). This includes Sod
shock tubes; Sedov blastwaves; wind tunnel tests (radiative and
adiabatic, up to Mach ⇠ 104); linear sound wave propagation; os-
cillating polytropes; hydrostatic equilibrium “deformation”/surface
tension tests (Saitoh & Makino 2013); Kelvin-Helmholtz and
Rayleigh-Taylor instabilities; the “blob test” (Agertz et al. 2007);
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103); Keplerian gas ring, disk shear, and shearing shock tests
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spherical collapse tests; and non-linear galaxy formation tests such
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full ⌧IR “boost” applies to the infrared radiation pressure when ⌧IR � 1 (see
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considered alternatives, discussed in Paper I. However, in the simulations
here we never resolve the extremely high densities where ⌧IR & 1 (where
this distinction is important), and so if anything are under-estimating the IR
radiation pressure.
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mined in Behroozi et al. (2012, magenta) and Moster et al. (2013, cyan)
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though MW-mass galaxies. We stress there are zero adjusted parameters
here: stellar feedback, with known mechanisms taken from stellar popula-
tion models, is sufficient to explain galaxy stellar masses at/below ⇠ L⇤.

3.3 Stellar Feedback

Once stars form, their feedback effects are included from several
sources. Every star particle is treated as a single stellar popula-
tion, with a known age, metallicity, and mass. Then all feedback
quantities (the stellar luminosity, spectral shape, SNe rates, stellar
wind mechanical luminosities, metal yields, etc.) are tabulated as
a function of time directly from the stellar population models in
STARBURST99, assuming a Kroupa (2002) IMF.

(1) Radiation Pressure: Gas illuminated by stars feels a
momentum flux Ṗrad ⇡ (1 � exp(�⌧UV/optical))(1 + ⌧IR)Lincident/c
along the optical depth gradient, where 1+ ⌧IR = 1+⌃gas IR ac-
counts for the absorption of the initial UV/optical flux and multiple
scatterings of the re-emitted IR flux if the region between star and

gas particle is optically thick in the IR (assuming the opacities scale
linearly with gas metallicity).5

(2) Supernovae: We tabulate the SNe Type-I and Type-II rates
from Mannucci et al. (2006) and STARBURST99, respectively, as
a function of age and metallicity for all star particles and stochasti-
cally determine at each timestep if a SNe occurs. If so, the appro-
priate mechanical luminosity and ejecta momentum is injected as
thermal energy and radial momentum in the gas within a smoothing
length of the star particle, along with the relevant mass and metal
yield (for all followed species).

(3) Stellar Winds: Similarly, stellar winds are assumed to
shock locally and so we inject the appropriate tabulated mechan-
ical power L(t, Z), wind momentum, mass, and metal yields, as a
continuous function of age and metallicity into the gas within a
smoothing length of the star particles. The integrated mass fraction
recycled is ⇠ 0.3.

(4) Photo-Ionization and Photo-Electric Heating: Knowing
the ionizing photon flux from each star particle, we ionize each
neighboring neutral gas particle (provided there are sufficient pho-
tons, given the gas density, metallicity, and prior ionization state),
moving outwards until the photon budget is exhausted; this alters
the heating and cooling rates appropriately. The UV fluxes are also
used to determine photo-electric heating rates following Wolfire
et al. (1995).

Extensive numerical tests of the feedback models are pre-
sented in Paper II.

4 SIMULATION NUMERICAL DETAILS
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TreeSPH code GADGET (Springel 2005) which we refer to as “P-
GADGET.” This adopts the Lagrangian “pressure-entropy” formu-
lation of the SPH equations developed in Hopkins (2013); this elim-
inates nearly all major differences between SPH, moving mesh,
and grid (adaptive mesh) codes, and resolves the well-known issues
with fluid mixing instabilities in previously-used forms of SPH. As
well, the code includes substantial improvements in the artificial
viscosity, entropy diffusion, adaptive timestepping, smoothing ker-
nel, and gravitational softening algorithm, as compared to the “pre-
vious generation” in GADGET-3. These are all described in detail in
Appendix B.

We emphasize that our version of SPH has been tested exten-
sively and found to give good agreement with analytic solutions as
well as well-tested grid codes on a broad suite of test problems.
Many of these are presented in Hopkins (2013). This includes Sod
shock tubes; Sedov blastwaves; wind tunnel tests (radiative and
adiabatic, up to Mach ⇠ 104); linear sound wave propagation; os-
cillating polytropes; hydrostatic equilibrium “deformation”/surface
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gravity criterion is obligatory to obtain the correct spatial star for-
mation distribution in galaxies and regulate the galaxy-averaged
star formation efficiency via feedback to much lower values. We
take ncrit = 100 cm�3 as our fiducial value. For m14, we adopt a
lower density threshold ncrit = 1 cm�3 due to the lower resolution
of this simulation; for z5m10e, we choose ncrit = 10 cm�3 origi-
nally as a control study. We stress that changing these parameters
in a reasonable range only yields small and random variations to
the global star formation history and total stellar mass as long as
feedback is active.

Once a star forms, it inherits the metallicity of each tracked
species from its parent gas particle. Every star particle is treated as
a single stellar population with known mass, age, and metallicity.
Then all the feedback quantities, including ionizing photon bud-
gets, luminosities, stellar spectra, supernovae (SNe) rates, mechan-
ical luminosities of stellar winds, metal yields, etc., are directly tab-
ulated from the stellar population models in STARBURST99 Lei-
therer et al. (1999), assuming a Kroupa (2002) initial mass func-
tion (IMF) from 0.1� 100 M�

2. We account for different mecha-
nisms of stellar feedback, including: (1) local and long-range mo-
mentum flux from radiative pressure; (2) energy, momentum, mass
and metal injection from SNe and stellar winds; and (3) photo-
ionization and photo-electric heating. We follow Wiersma et al.
(2009b) and include the metal yields from Type-II SNe, Type-
I SNe, and stellar winds. We notice that the Woosley & Weaver
(1995) Type-II SNe metal yields adopted in our simulations pro-
duce Mg roughly ⇠ 0.4 dex less than modern models. This will
have little effect on the properties of our simulated galaxies as long
as Mg is not an important coolant. Nevertheless, we will correct our
Mg abundance by adding 0.4 dex in the analysis below.

All simulations adopt a standard flat ⇤CDM cosmology with
cosmological parameters H0 = 70.2 km s�1 Mpc�1, ⌦⇤ = 0.728,
⌦m = 1�⌦⇤ = 0.272, ⌦b = 0.0455, �8 = 0.807 and n = 0.961,
which are consistent with the nine-year Wilkinson Microwave
Anisotropy Probe (WMAP) results (Hinshaw et al. 2013).

2.2 Halo Identification, Stellar Mass and Metallicity

We use the Amiga’s Halo Finder (AHF; Knollmann & Knebe 2009)
to identify galactic halos in the snapshots. In this work, we only
consider the “well-resolved” halo that include more than 105 bound
particles, have at most 20% of the mass contaminated by low-
resolution particles, and contain at least 100 gas and 100 star parti-
cles, respectively. These criteria are somewhat arbitrary; but vary-
ing these numbers within a reasonable range will have little effects
on our conclusions. We also exclude subhalos and satellite galax-
ies. If none of the halos meets these criteria in a snapshot (this is
more likely to happen in high-redshift snapshots, where the galaxy
progenitors are too small to contain so many particles), we will
take the most massive halo in the high-resolution region into our
analysis. We choose the centre of a halo as the centre of mass of
all bound particles and adopt the virial overdensity from Bryan &
Norman (1998), which evolves with cosmic time.

Each halo we identified hosts only one main galaxy. We mea-
sure its stellar mass, M⇤, by taking the mass of all star particles

2 In principle, the “IMF-averaged” approximation does not hold for the
ultra-high resolution simulations in the z5mxx series, where the mass of a
star particle is only 10�100 M�. Nevertheless, we confirmed that it has lit-
tle effect on global galaxy properties (see Hopkins et al. 2014, and reference
therein).

Figure 1. Stellar mass–gas-phase oxygen abundance relation at z = 0. The
red solid and dashed curves represent the median and 2� dispersion of the
SDSS MZR at z ⇠ 0.1 (Tremonti et al. 2004). The open circles denote the
original data of the dwarf galaxy sample from Lee et al. (2006). All the data
are in their original values.
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Figure 2. Stellar mass–stellar metallicity relation at z = 0. The red solid
and dashed curves are the median and 1� dispersion of the SDSS MZR
in the local universe (Gallazzi et al. 2005). The open circles represent the
individual dwarfs from the sample of Kirby et al. (2013), with stellar mass
and metallicity shifted by +0.1 dex and +0.05 dex, respectively.

within the virial radius Rvir. For the most massive halos, this defini-
tion also includes satellite galaxies that have been accreted into the
halo but have not completely merged with the main galaxy. Never-
theless, as long as the stellar mass is predominantly contributed by
the main galaxy, this will only have a small effect on our conclu-
sion. We emphasize that our simulations obtain the stellar mass–
halo mass relation that agrees extremely well with observationally
inferred relations at all redshifts (Hopkins et al. 2014). Then we
define the galaxy stellar metallicity as mass-averaged metallicity of
all star particles within Rvir.

Unlike most “sub-grid” models, we are able to resolve the
multi-phase ISM structure in our simulations. With our explicit star
formation and feedback models, gas particles and instantaneous
star formation rates are very sensitive to local feedback processes.
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Figure 1. Stellar mass–gas-phase oxygen abundance relation at z = 0. The
red solid and dashed curves represent the median and 2� dispersion of the
SDSS MZR at z ⇠ 0.1 (Tremonti et al. 2004). The open circles denote the
data of the dwarf galaxy sample from Lee et al. (2006). Our simulations are
in good agreement with observations from 106–1011 M�.

(IMF) from 0.1–100 M�
2. We account for several different stel-

lar feedback mechanisms, including: (1) local and long-range mo-
mentum flux from radiative pressure; (2) energy, momentum, mass
and metal injection from SNe and stellar winds; and (3) photo-
ionization and photo-electric heating. We follow Wiersma et al.
(2009b) and include the metal yields from Type-II SNe, Type-I
SNe, and stellar winds. We note that the Type-II SNe yield table
from Woosley & Weaver (1995) adopted in our simulations pro-
duce Mg roughly ⇠ 0.4 dex below the typical values in modern
models (e.g. Nomoto et al. 2006). This will have little effect on
galaxy properties in our simulations, as Mg is not an important
coolant. Nevertheless, we will add 0.4 dex to the Mg abundance
to correct this in the analysis below.

All simulations adopt a standard flat ⇤CDM cosmol-
ogy with cosmological parameters consistent with H0 =
70.2 km s�1 Mpc�1, ⌦⇤ = 0.728, ⌦m = 1 �⌦⇤ = 0.272, ⌦b =
0.0455, �8 = 0.807 and n = 0.961 (e.g. Hinshaw et al. 2013; Planck
Collaboration et al. 2013).

2.2 Halo Identification, Stellar Mass and Metallicity

We use the Amiga Halo Finder (AHF; Gill et al. 2004; Knollmann
& Knebe 2009) to identify galactic halos and galaxies in our simu-
lations. The AHF code uses the adaptive mesh refinement method
and identifies halos and subhalos as groups of bound particles (dark
matter, gas, and stars). In this work, we only consider those “well-
resolved” halos that include more than 105 bound particles, have at
most 10% of their mass contaminated by low-resolution particles,
and contain at least 100 gas and 100 star particles, respectively.
These criteria are somewhat arbitrary; but varying these numbers
within a reasonable range will have little effect on our conclusions.

2 In principle, the “IMF-averaged” approximation does not hold for the
ultra-high resolution simulations in the z5mxx series, where the mass of
a star particle is only 10–100 M�. Nevertheless, we confirmed that these
simulations predict similar global galaxy properties to those of much poorer
resolutions (see Ma et al, in preparation).

Figure 2. Stellar mass–stellar metallicity relation at z = 0. The red solid
and dashed curves are the median and 1� dispersion of the SDSS MZR
in the local universe (Gallazzi et al. 2005). The open circles represent the
values of [Fe/H] of individual dwarfs from Kirby et al. (2013). Again, the
agreement is good from 104–1011 M�.

If none of the halos meets these criteria in a snapshot (this happens
in some snapshots at high redshifts (z ⇠ 6), where the galaxy pro-
genitors are too small to contain so many particles), we will take
the most massive halo in the high-resolution region in our analy-
sis. We do not include subhalos/satellite galaxies in this work. The
centre of a halo is located at the centre of mass of the finest refine-
ment level. We adopt the virial overdensity from Bryan & Norman
(1998), which evolves with cosmic time.

We only consider the main galaxy in each halo. To remove the
contamination of satellite galaxies, we exclude any gas/star parti-
cle that is bound to a subhalo in the analysis below. We measure
the galaxy stellar mass (M⇤) by summing over the mass of all star
particles that belong to the main galaxy. Then we define its stel-
lar metallicity (as well as the abundance of each tracked species)
as mass-averaged metallicity (abundance) of all star particles. To
separate halo gas and the ISM, we apply a simple temperature cri-
teria and select all gas particles below 104 K as the ISM. In our
simulations, this is equivalent to selecting gas above some density
threshold of a few 0.1 cm�3 (we explicitly check the gas distribu-
tion in the density–temperature plane), which is comparable to the
mean gas density within a few stellar effective radii. It naturally
picks warm ionized and cold neutral gas. We define the gas-phase
metallicity as the mass-weighted metallicity of all gas particles that
belong to the ISM (we compare and discuss three different defini-
tions of gas-phase metallicity in Appendix A)3.

In this work, we use Zgas and Z⇤ to refer to the mass fraction
of all heavy elements in gas and stars, respectively. In Section 3,
we will primarily use oxygen abundance 12+ log(O/H) to present
gas-phase metallicities, which is defined in terms of number ratio
of oxygen to hydrogen atoms, in order to directly compare with ob-

3 In many cosmological simulations with “sub-grid” models, gas-phase
metallicity is usually defined as star-formation-rate-averaged metallicity.
However, our simulations explicitly resolve multi-phase ISM structures and
include realistic models of star formation and feedback. Individual gas par-
ticles are very sensitive to local feedback processes. For these reasons, we
do not apply SF-averaged gas-phase metallicity to our simulations.
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Figure 10. Baryonic mass profile for low-mass galaxies.

M⇤/(Mgas +M⇤), as the following

Z⇤ = y


1� f⇤
f⇤

ln(1� f⇤)+1
�
, (1)

Zg = y ln(1� f⇤), (2)

where y is the effective metal yield (e.g. Schmidt 1963; Talbot &
Arnett 1971; Searle & Sargent 1972). The parameter f⇤ describes
what fraction of baryons has been turned into stars, and thus re-
flects the star formation efficiency in the galaxy. For our simula-
tions, we measure the total gas mass (Mgas) and total stellar mass
(M⇤) within Rvir to obtain the stellar mass fraction ( f⇤). In Figure 8,
we show the stellar metallicity and gas-phase metallicity as a func-
tion of f⇤, respectively (the middle and right panels), for the main
FIRE simulations at z = 0 and z = 3 (black and red points). We also
compare our simulations with the predictions of the simple “closed
box” model, assuming an effective metal yield of y = 0.02 (blue
dotted lines). In these relations, the simulations at z = 0 and z = 3
clearly overlap with each other, and agree surprisingly well with
the “closed box” predictions. For illustration, we show the relation
between stellar mass M⇤ and the stellar mass fraction f⇤ for our
simulations at z = 0 and z = 3 (the left panel in Figure 8). Clearly,
there is a systematic offset of 0.5 dex in this relation between these
two redshifts. Recalling that for f⇤ ⌧ 1, the “closed box” predic-
tion actually goes as Zg(Z⇤)/ f⇤, this perfectly matches the 0.5 dex
evolution of MZR from z = 3 to z = 0 (see Figure 5). We conclude
that the systematic evolution of MZR is driven by the evolution of
f⇤, or the star formation efficiency, at different redshifts.

We emphasize that this does not indicate that other processes,
such as gas outflows, recycling, and accretion, are not important.
In fact, they combined to regulate the star formation in the galax-
ies and make sure we get reasonable stellar mass and star forma-
tion histories in our simulations. Moreover, our galaxies are by no
means “closed boxes”. Note that in the right panel of Figure 8, the
gas-phase metallicity is the metallicity of the star-forming region
(ISM), as we defined in Section 2, not the averaged metallicity of
all gas within Rvir. These two would be identical if the metals are
ideally well-mixed within the halo. However, this cannot be true
for the most massive galaxies. In these galaxies, the cooling time
of halo gas is longer than the Hubble time, and hence not all the
halo gas would be associated with central star formation. On the
other hand, the potential wells o massive galaxies are so deep that

outflows cannot propagate very far (Muratov et al., in preparation).
There result in the large discrepancy between our simulations and
the “closed box” predictions at the high-metallicity end. Also, as
we will see later, low-mass galaxies still lost a non-negligible frac-
tion of their metals, suggesting that “leaky box” model is probably
more realistic for our dwarf galaxies, despite that the “leaky box”
model predicts very similar behavior as the “closed box” model.

4.2 Metal retention, outflows, and recyling in low-mass
galaxies

One major difference between our simulations and many previous
work is that our low-mass galaxies are able to retain more metals.
To quantify this, we show in Figure 9 the relation between metal
retention fraction and stellar mass at z = 0. For each galaxy, we
measure the metal retention fraction as the ratio of total metal mass
within Rvir to y M⇤, where the former is the amount of metal that
are retained in the halo and the latter is the total amount of metal
produced by the stars in the galaxy. The mean effective yield y
for each simulation is measured by taking the ratio of total metal
mass and total stellar mass in the whole snapshot. Galaxies above
M⇤ > 1010 M� (Mhalo > 1012 M� are able to keep almost all of
their metals in the halo; even for low-mass galaxies (M⇤ > 106 M�
or Mhalo > 1010 M�), they can only lose up to a half to two thirds
of their metals. In contrast, the smallest galaxy in our simulations,
m09, has lost the majority of their metals.

The high metal retention fraction for our low-mass galaxy is
due to many reasons. First, we examine the baryon distribution in
these galaxies. For each galaxy, we measure the total baryonic mass
within some radius Mb(< R) and the total mass (baryon and dark
matter) enclosed within that radius Mgal(< R) and plot the ratio
Mb(< R)/Mgal(< R) as a function of R/Rvir for some of our lowest-
mass galaxies, m09, m10, and m11 at z = 0 in Figure 10. Clearly,
for these galaxies, the baryonic mass is significant lower than the
universal baryonic fraction ( fb ⇠ 0.15) even measured within a few
virial radii. This suggests that only a small fraction of fb Mvir can
actually reach the star-forming region and participate star forma-
tion while most of the baryons cannot even get close to the galactic
centre in the first place. This is probably due to the so-called “pre-
ventive” feedback due to continuous heating by the stars (citation
needed) or due to the angular momentum barrier (Wetzel et al., in
preparation). As a consequence, we do not have to invoke strong
outflows to blow out large amount of gas to suppress star forma-
tion in our low-mass galaxies. Indeed, the mass loading factor in
our simulations is considerable lower than many other works (Mu-
ratov. et al., in preparation).

We further examine the metal outflow rates and outflow metal-
licity. We follow Muratov et al. (in preparation) and define the out-
flow rate, metal outflow rate, and outflow metallicity as

@M
@t

=
X

i

~v · ~r
|r|Mi/dL, (3)

@Mmetal

@t
=

X

i

~v · ~r
|r|Zi Mi/dL, (4)

Zoutflow =
@Mmetal

@t
/
@M
@t

, (5)

where Mi and Zi are the mass and metallicity of the ith gas particle
within the shell of thickness dL = 0.1 Rvir and having radial veloc-
ity ~v · ~r

|r| > 0. The upper panels in Figure 11show the metal outflow
rates at 0.25 Rvir (red solid lines) and 0.95 Rvir (red dotted lines) for
our m10 (left) and m11 (right) simulations. In either case, the net
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Figure 11. Left: Stellar mass fraction f⇤ = M⇤/(Mgas +M⇤) as a function of stellar mass. Mgas here is the total gas mass in the halo (not only in the galaxy).
Middle: Stellar metallicity Z⇤ as a function of f⇤. Right: Gas-phase metallicity Zgas as a function of f⇤. For consistency, Zgas here is the average metallicity of
all gas in the halo (including both the ISM and the halo gas). Black points and red points show the primary FIRE simulations at z = 0 and z = 3, respectively.
Blue dotted lines show the simple “closed box” model predictions assuming an effective metal yield of y = 0.02. The z = 0 and z = 3 galaxies share the same
Z⇤– f⇤ and Zgas– f⇤ relations, but the f⇤–M⇤ relation evolves by ⇠ 0.5 dex from z = 3–0. This indicates that the evolution of the MZR is associated with the
evolution of f⇤ (at a fixed stellar mass) at different redshifts. The major offset between our simulations and the predictions of the “closed box” model is largely
due to the fact that the metals are not perfectly mixed throughout the halo. Especially in massive galaxies, gas tends to be more metal-enriched in the central
star-forming regions than in the outer halo, so stellar metallicities tend to be higher and gas-phase metallicities (including the halo gas) are lower than the
predictions of the “closed box” model.

retention fraction and stellar mass at z = 0. First, we evaluate the
mean effective yield y for every simulation by taking the ratio of
total metal mass (in both gas and stars) and total stellar mass in the
whole simulation volume. Then for each galaxy, we measure the
total metal mass within the virial radius Rvir and divide it by yM⇤ to
obtain the metal retention fraction, where M⇤ is the galaxy stellar
mass defined in Section 2.2 and thus yM⇤ reflects the total amount
of metal produced by the stars. As shown in Figure 8, the metal
retention fraction in general increases with stellar mass. Galaxies
above M⇤ > 1010.5 M� are able to keep almost all metals they have
produced. Even at much lower masses (M⇤ > 106 M�), galaxies
can still retain at least one third or half of their metals within the
halo. In contrast, the least massive galaxy in our simulations, m09,
has lost most of its metals by z = 0.

We show the cumulative metal distribution as a function of
radius for some of our simulations at z = 0 (left panel in Figure
9). The cumulative distributions are normalized by yM⇤. For m11
and more massive galaxies (stellar mass above 109 M�), a large
fraction (& 50%) of metals are concentrated in the central 0.1 Rvir

(mostly stars and the ISM). Only a small fraction (. 10%) of met-
als are in the halo gas and the rest are lost into the IGM. For m10
(M⇤ = 2⇥106 M�), metals are more evenly distributed among the
galaxy, halo gas, and the IGM. For m09 (M⇤ = 4⇥104 M�), most
of the metals it has produced are in the IGM by z = 0. This is consis-
tent with the fact that outflows in low-mass galaxies are stronger (in
terms of mass loading) and can propagate more easily to large radii
than in more massive systems (Muratov et al. 2015). For a compar-
ison, we also show the cumulative metal distribution at z = 3 for
the galaxy progenitors (right panel in Figure 9). At high redshift, a
significant fraction of metals are still retained in Rvir, although met-
als are more uniformly distributed from the centre to a few virial
radii. These galaxies have much lower mass than their low-redshift
decedents, and thus they are more efficient in driving gas outflows
from star-forming regions throughout the halo.

We further examine the metal inflow/outflow rates and in-
flow/outflow metallicities. We follow Faucher-Giguère et al. (2011)
and Muratov et al. (2015) and define the gas outflow rates, metal

outflow rates, and metallicities of outflow gas as
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where Mi and Zi are the mass and metallicity of the ith gas parti-
cle within the shell of thickness dL = 0.1 Rvir with radial velocity
outwards ~v · ~r

|r| > 0. The inflow rates and inflow metallicities are
defined in the same way but for gas particles with inward radial
velocity ~v · ~r

|r| < 0. The upper panels in Figure 10 show the metal
inflow/outflow rates at 0.25 Rvir (blue/red solid lines) and at Rvir

(blue/red dotted lines) for our m10 (left) and m11 (right) simula-
tions. We average the inflow/outflow rates on a time-scale of 400
Myr. In either case, the net metal outflow rates are considerably
lower at Rvir than at 0.25 Rvir, indicating that the metals are either
deposited in the halo or returned back to the ISM. At high redshifts,
metals ejected in outflows can be more easily driven to Rvir than
at low redshifts. At 0.25 Rvir, metal inflow rates are comparable to
metal outflow rates, suggesting a high efficiency of metal recycling.
The lower panels in Figure 10 show the average metallicities of in-
flows and outflows at both 0.25 Rvir and at Rvir, as compared to the
metallicity of the ISM (black solid lines). The outflow metallici-
ties are much lower at Rvir than at 0.25 Rvir, because outflowing gas
sweeps out and mixes with more metal-poor gas in the halo when
propagating outwards. Since our simulations explicitly resolve the
generation, propagation, mixing, and recycling of gas and metals in
galactic fountains on different scales, we produce a low-mass-end
slope of the MZR that is closer to observations. A comprehensive
analysis on the metallicities of outflows and how they depend on
galaxy mass, and the efficiency and time-scale of metal recycling
will be presented in future work (Muratov et al., in preparation;
Anglés-Alcázar et al., in preparation).
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Figure 11. Left: Stellar mass fraction f⇤ = M⇤/(Mgas +M⇤) as a function of stellar mass. Mgas here is the total gas mass in the halo (not only in the galaxy).
Middle: Stellar metallicity Z⇤ as a function of f⇤. Right: Gas-phase metallicity Zgas as a function of f⇤. For consistency, Zgas here is the average metallicity of
all gas in the halo (including both the ISM and the halo gas). Black points and red points show the primary FIRE simulations at z = 0 and z = 3, respectively.
Blue dotted lines show the simple “closed box” model predictions assuming an effective metal yield of y = 0.02. The z = 0 and z = 3 galaxies share the same
Z⇤– f⇤ and Zgas– f⇤ relations, but the f⇤–M⇤ relation evolves by ⇠ 0.5 dex from z = 3–0. This indicates that the evolution of the MZR is associated with the
evolution of f⇤ (at a fixed stellar mass) at different redshifts. The major offset between our simulations and the predictions of the “closed box” model is largely
due to the fact that the metals are not perfectly mixed throughout the halo. Especially in massive galaxies, gas tends to be more metal-enriched in the central
star-forming regions than in the outer halo, so stellar metallicities tend to be higher and gas-phase metallicities (including the halo gas) are lower than the
predictions of the “closed box” model.

retention fraction and stellar mass at z = 0. First, we evaluate the
mean effective yield y for every simulation by taking the ratio of
total metal mass (in both gas and stars) and total stellar mass in the
whole simulation volume. Then for each galaxy, we measure the
total metal mass within the virial radius Rvir and divide it by yM⇤ to
obtain the metal retention fraction, where M⇤ is the galaxy stellar
mass defined in Section 2.2 and thus yM⇤ reflects the total amount
of metal produced by the stars. As shown in Figure 8, the metal
retention fraction in general increases with stellar mass. Galaxies
above M⇤ > 1010.5 M� are able to keep almost all metals they have
produced. Even at much lower masses (M⇤ > 106 M�), galaxies
can still retain at least one third or half of their metals within the
halo. In contrast, the least massive galaxy in our simulations, m09,
has lost most of its metals by z = 0.

We show the cumulative metal distribution as a function of
radius for some of our simulations at z = 0 (left panel in Figure
9). The cumulative distributions are normalized by yM⇤. For m11
and more massive galaxies (stellar mass above 109 M�), a large
fraction (& 50%) of metals are concentrated in the central 0.1 Rvir

(mostly stars and the ISM). Only a small fraction (. 10%) of met-
als are in the halo gas and the rest are lost into the IGM. For m10
(M⇤ = 2⇥106 M�), metals are more evenly distributed among the
galaxy, halo gas, and the IGM. For m09 (M⇤ = 4⇥104 M�), most
of the metals it has produced are in the IGM by z = 0. This is consis-
tent with the fact that outflows in low-mass galaxies are stronger (in
terms of mass loading) and can propagate more easily to large radii
than in more massive systems (Muratov et al. 2015). For a compar-
ison, we also show the cumulative metal distribution at z = 3 for
the galaxy progenitors (right panel in Figure 9). At high redshift, a
significant fraction of metals are still retained in Rvir, although met-
als are more uniformly distributed from the centre to a few virial
radii. These galaxies have much lower mass than their low-redshift
decedents, and thus they are more efficient in driving gas outflows
from star-forming regions throughout the halo.

We further examine the metal inflow/outflow rates and in-
flow/outflow metallicities. We follow Faucher-Giguère et al. (2011)
and Muratov et al. (2015) and define the gas outflow rates, metal

outflow rates, and metallicities of outflow gas as
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where Mi and Zi are the mass and metallicity of the ith gas parti-
cle within the shell of thickness dL = 0.1 Rvir with radial velocity
outwards ~v · ~r

|r| > 0. The inflow rates and inflow metallicities are
defined in the same way but for gas particles with inward radial
velocity ~v · ~r

|r| < 0. The upper panels in Figure 10 show the metal
inflow/outflow rates at 0.25 Rvir (blue/red solid lines) and at Rvir

(blue/red dotted lines) for our m10 (left) and m11 (right) simula-
tions. We average the inflow/outflow rates on a time-scale of 400
Myr. In either case, the net metal outflow rates are considerably
lower at Rvir than at 0.25 Rvir, indicating that the metals are either
deposited in the halo or returned back to the ISM. At high redshifts,
metals ejected in outflows can be more easily driven to Rvir than
at low redshifts. At 0.25 Rvir, metal inflow rates are comparable to
metal outflow rates, suggesting a high efficiency of metal recycling.
The lower panels in Figure 10 show the average metallicities of in-
flows and outflows at both 0.25 Rvir and at Rvir, as compared to the
metallicity of the ISM (black solid lines). The outflow metallici-
ties are much lower at Rvir than at 0.25 Rvir, because outflowing gas
sweeps out and mixes with more metal-poor gas in the halo when
propagating outwards. Since our simulations explicitly resolve the
generation, propagation, mixing, and recycling of gas and metals in
galactic fountains on different scales, we produce a low-mass-end
slope of the MZR that is closer to observations. A comprehensive
analysis on the metallicities of outflows and how they depend on
galaxy mass, and the efficiency and time-scale of metal recycling
will be presented in future work (Muratov et al., in preparation;
Anglés-Alcázar et al., in preparation).
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Figure 2. Contribution of di↵erent mass growth/accretion modes to the stellar content of our six simulated galaxies as a function of
redshift. Top: the total stellar mass of the central galaxy (gray) is compared to the contributions from smooth accretion (purple) and

galaxy mergers (orange) at each redshift. Gas or star particles that have spent > 100Myr in a di↵erent galaxy at any time prior to being

accreted into the central galaxy are taken to be part of the merger contribution (smooth accretion otherwise). The dashed orange line
indicates the direct contribution of mergers to the stellar mass growth of the main galaxy from stars that had formed in other galaxy

prior to the merger. Bottom: fraction of the stellar mass of the central galaxy contributed by the cold (blue) and hot (red) accretion

modes, which are defined relative to the maximum temperature T
MAX

reached by gas particles prior to first accretion onto the central
galaxy and outside of any other galaxy, with a threshold temperature T

mode

⌘ 2.5⇥ 105 K. Every particle is classified as either cold or

hot accretion mode regardless of whether it belongs to the smooth or merger growth modes. We further classify star particles as wind
mode if the gas particle progenitor was ejected from the central galaxy and recycled back prior to the star formation event, regardless

of their temperature history prior to first accretion onto the galaxy (wind recycling in satellite galaxies is neglected). The contribution

of wind mode to the stellar mass of the galaxy is also decomposed into the corresponding cold and hot modes, which are indicated by
the blue/red dashed lines, respectively. The redshift evolution is shown for all available snapshots (dotted lines) as well as smoothed by

convolution with a flat window of size ⇠ 10 snapshots (solid lines).
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Most stars form from smoothy accreted, wind-recycled gas
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Probing inflows/outflows with absorption lines

• At z~2-3 with ground-based telescopes, z<1 with HST/COS 

• Foreground object can be galaxy (e.g., Steidel+, Rudie+, Tumlinson+, 

Chen+, Bouché+), DLA (e.g., Rubin+), QSO (e.g., Prochaska+), …



Inflow-SF-outflow cycles 
→ time variable CGM

Muratov+15

⇒ statistical samples critical for 
robust comparison

Mh=1.2×1012 Msun at z=2
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• 16 Mh(z=2)~109-1013 Msun halos 

‣ 12 LBG halos: ε~10 pc, mb~6×104 Msun 

‣ better for lower Mh, worse for highest Mh 

‣ stellar feedback only 

• RT to compute covering fractions within 

Rvir, 100 kpc 

• 100 time slices from z=4→2
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Galactic winds increase cool gas covering fractions
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Neutral hydrogen in z = 2–4 galaxy haloes 997

Figure 6. Fraction of covering fractions corresponding to inflowing gas (as determined by the radial component of the mass-weighted velocity for each pixel)
within a projected virial radius as a function of redshift for the same four column density intervals as in Fig. 3. For clarity, we show only one sky projection
for each simulation and show only representative simulations m12i, z2h506 and z2h350 (green, blue and red, respectively).

In photoionization equilibrium, the neutral fraction xH I ≈
α(T )ne/", where ne is the free electron density, α(T) is the hy-
drogen recombination coefficient and " is the photoionization rate.

A combination of absorption and emission constraints (Hen-
nawi & Prochaska 2007, 2013) indicate that gas transverse to
quasars is typically shielded from the intense radiation along
the line-of-sight to the observer, presumably because of beaming
and/or obscuration effects often invoked in AGN unification mod-
els (e.g. Urry & Padovani 1995). We therefore assume that the
density and temperature of wind clumps are representative of typ-
ical self-shielded IGM absorbers, nH ≈ 0.01 cm−3 and T ≈ 104 K
(e.g. Faucher-Giguère et al. 2009; Rahmati et al. 2013), and that
the photoionization rate is dominated by the cosmic background,
" ≈ 10−12 s−1 (e.g. Faucher-Giguère et al. 2009). Since LLSs are
nearly fully ionized, ne ≈ 1.2nH, and the neutral fraction is therefore
xH I ≈ 0.005. For this neutral fraction,

NH I(b) ≈ 1018 cm−2
(

Ṁout

1000 M⊙ yr−1

) (
b

100 kpc

)−1

(3)

×
( vout

1000 km s−1

)−1 ( xH I

0.005

)
, (4)

i.e. consistent with an LLS column. This consistency check as-
sumes that the gas in multiphase outflows clumps in such a way as
to achieve sufficient density to produce LLSs while remaining rel-
atively area-filling, an assumption that self-consistent simulations
of AGN-driven galactic winds could test. For the fiducial param-
eters above, nH,out(R = 100 kpc) = 2 × 10−4 cm−3, so reaching a
characteristic LLS density of nH ≈ 0.01 cm−3 requires clumping by

a factor ∼50. The time for gas ejected from the galaxy to travel a
distance R is

tflow = R/vout ≈ 108 yr
(

R

100 kpc

) ( v

1000 km s−1

)−1
, (5)

which for the fiducial parameters is comparable to the estimated
lifetime of quasars (e.g. Martini 2004; Hopkins et al. 2005;
Furlanetto & Lidz 2011). Thus, quasars can in principle eject in
their haloes enough cool gas to explain the LLSs observed around
them.

Several caveats are warranted. First, it is unclear how cool gas
ejected in a quasar outflow can survive out to R ! 100 kpc without
being destroyed by shocks. Cool gas however appears quite ubiq-
uitous in galactic outflows (e.g. Steidel et al. 2010) and molecular
gas is observed to be accelerated to >1000 km s−1 by quasars (e.g.
Feruglio et al. 2010; Maiolino et al. 2012), so we regard it as plausi-
ble that a quasar outflow could deliver cool gas to the required radii.
On smaller scales, Faucher-Giguère, Quataert & Murray (2012)
showed that AGN-driven outflows can produce dense cool gas in situ
as they encounter inhomogeneities in the ISM; an analogous process
could occur on larger scales in quasar-hosting haloes. Recent sim-
ulations of cool gas clouds permeated by a tangled magnetic field
moving through a hot medium also indicate that such clouds sur-
vive much longer than purely hydrodynamical calculations suggest
(McCourt et al. 2014). Secondly, Prochaska et al. (2013a) do not
find evidence of extreme gas kinematics that might be associated
with quasar outflows in their data set. The large equivalent widths
of low-ionization absorbers indicate motions of the order of a few
hundred km s−1, but systems with width ≈1000 km s−1 are rela-
tively rare. It may be that gravity and halo gas pressure, effects that
we neglected in the simple model above, decelerate quasar-driven
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Three representative Mh(z=2)=3×1011-1012 Msun halos

Strongly time-variable, ~50-50 inflow-outflow 
contributions to covering fractions
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Lyman limit systems vs. halo mass and time

LBG

QSO

CAFG+15 (see also Fumagalli+14, cf. Rahmati+15)3 orthogonal sky projections for each time slice

1 halo, 
64× lower mass res.



Preliminary results from MassiveFIRE

Feldmann+, in prep.; CAFG+, in prep.

MassiveFIRE
18 halos

• 18 Mh(z=2)=2×1012-1013 Msun 

halos 

‣ fiducial res.: ε=10 pc, 

mb=3×104 Msun 

‣ statistical, high-res stellar 

feedback-only 

comparison sample for 

QSO halos 

‣ later: with BHs (Anglés-

Alcázar+, in prep.)



CAFG+, in prep.

Large covering fractions in MassiveFIRE halos at high res

NHI

• fcov(LLS, <Rvir)=0.5±0.1 

‣ close to Prochaska+13’s fcov(LLS, 
<Rvir)=0.64+0.06-0.07 for QSO halos 

• Stellar feedback puffs up inflowing 
filaments 

• In luminous QSOs, wind energetics ≫ 
SF (e.g., Feruglio+10, Rupke & Veilleux 
11, Cicone+14), so QSO feedback 
could also play a role in QSO halos

Note: Our LBG fcov were convergence tested in CAFG+15.



Summary
• The FIRE simulations 

➡ generate strong galactic winds from small-scale explicit feedback 

➡ explain:  

‣ M�-Mh below L* 
‣ stellar and gas phase metallicity relations 
‣ HI in LBG halos 

➡ indicate: 

‣ roughly correct overall stellar feedback efficiency 
‣ reasonably accurate cosmological gas / metal transport and mixing 

• Most z=0 stellar mass forms from wind-recycled smooth IGM accretion 

• Most massive halos (Mh≳1012 Msun) appear more sensitive to resolution, likely due 
to multiphase interactions in hot halos 

➡ stellar feedback puffing up inflowing filaments helps explain large LLS coverings 
in QSO halos


